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THE ET INTERVIEW:
PROFESSOR DAVID F. HENDRY

Interviewed by Neil R. Ericsson

David FE Hendry

David Hendry was born of Scottish parents in Nottingh&mgland on March

6, 1944 After an unpromising start in Glasgow schadte obtained an M.

in economics with first class honors from the University of Aberdeen in 1966
He then went torthe London Schooljof Economics and completed &t M
(with distinction in econometrics and mathematical economics in 1967 and a
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PhD. in economics in 1970 under Denis Sargtiis doctoral thesi§The Esti-
mation of Economic Models with Autoregressive Erjgrsovided intellectual
seeds for his future research on the development of an integrated approach to
modeling economic time serieBavid was appointed to a lectureship at the
LSE while finishing his thesis and to a professorship at the LSE in 1877
1982 David moved to Oxford University as a professor of economics and a
fellow of Nuffield College At Oxford, he has also been a Leverhulme Per-
sonal Research Professor of Econom(it895-2000, and he is currently an
ESRC Professorial Research Fellow and the head of the department of
economics

Much of David’s research has focused on constructing a unified approach
to empirical modeling of economic time seriéfs 1995 bookDynamic Econo-
metrics is a milestone on that pateneral-to-specific modeling is an impor-
tant aspect of this empirical methodologshich has become commonly known
as the “LSE” or “Hendry” approaciDavid is widely recognized as the most
vocal advocate and ardent contributor to this methodoléliy research also
has aimed to make this methodology widely available and easy to implement
both through publicly available software packages that embed the methodol-
ogy (notably PcGive and PcGetsand by substantive empirical applications
of the methodologyAs highlighted in many of his paperBavid’s interest in
methodology is driven by a passion for understanding how the economy works
and specifically how best to carry out economic policy in practice

David’s research has many strandsriving and analyzing methods of esti-
mation and inference for nonstationary time serigsveloping Monte Carlo
techniques for investigating the small-sample properties of econometric tech-
niques developing software for econometric analyséxploring alternative
modeling strategies and empirical methodolog&slyzing concepts and cri-
teria for viable empirical modeling of time serjesulminating in computer-
automated procedures for model selectiand evaluating these developments
in simulation studies and in empirical investigations of consumer expenditure
money demangdinflation, and the housing and mortgage markeé@wver the
last dozen yearsand in tandem with many of these developments on model
design David has reassessed the empirical and theoretical literature on fore-
casting leading to new paradigms for generating and interpreting economic
forecastsAlongside these endeavoi3avid has pursued a long-standing inter-
est in the history of econometric thought because of the insights provided by
earlier analyses that were written when technique technique was less
dominant

David’s enthusiasm for econometrics and economics permeates his teaching
and makes his seminars notablé@roughout his careghe has promoted inno-
vative uses of computers in teachjrand following the birth of the PChe
helped pioneer live empirical and Monte Carlo econometrics in the classroom
and in seminatsTo date he has supervised over thirty Bh theses

David has held many prominent appointments in professional boHies
has served as president of the Royal Economic Sacestifor of theReview
of Economic Studieghe Economic Journagland theOxford Bulletin of Eco-
nomics and Statisticsassociate editor otconometricaand thelnternational
Journal of Forecastingpresident(Section H of the British Association for
the Advancement of Sciengehairman of the UK’s Research Assessment Exer-
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cise in economicsand special adviser to the House of Commansth on
monetary policy and on forecastinige is a chartered statisticiaa fellow of

the British Academy and of the Royal Society of Edinbyrghd a fellow and
council member of the Econometric Sociedynong his many awards and hon-
ors David has received the Guy Medal in Bronze from the Royal Statistical
Society and honorary degrees from the Norwegian University of Science and
TechnologyNottingham UniversitySt. Andrews Universitythe University of
Aberdeen and the University of StGallen In addition to his academic tal-
ents David is an excellent chef and makes a great cup of cappuccino!

1. EDUCATIONAL BACKGROUND, CAREER, AND INTERESTS

Let’s start with your educational background and interests. Tell me about
your schooling; your original interest in economics and econometrics;
and the principal people, events, and books that influenced you at the
time.

| went to Glasgow High School but left at 1Wwhen my parents migrated to the
north of Scotlandl was delighted to have quit education

What didn’t you like about it?

The basics that we were taught paled into insignificance when compared to
untaught issues such as nuclear warfamdependence of postcolonial coun-
tries and so onWe had an informal group that discussed these issues in the
playground Even so | left school with rather inadequate qualificatiorGlas-

gow University simply returned my application

That was not a promising start.

No, it wasn’'t However as barman at my parents’ fishing hotel in Ross-sHire
met the local chief education officawho told me that the University of Aber-
deen admitted students from “educationally deprived areas” such as Ross-shire
and would ignore my Glasgow backgroumndvas in fact accepted by Aberdeen

for a 3-year general M\.. degreg(which is a first degree in Scotlapd-a “civ-
ilizing” education that is the historical basis for a liberal arts education

Why did you return to education when you had been so discouraged
earlier?

Working from early in the morning till late at night in a hotel makes one con-
sider alternatives! | had wanted to be an accountamd an MA. opened the
door to doing soAt Aberdeen | studied mathsFrench history psychology
economic historyphilosophyand economicsas these seemed useful for accoun-
tancy | stayed on because they were taught in a completely different way from
schoo] emphasizing understanding and relevanmu rote learning

What swayed you off of accountancy?

My “moral tutor” was Peter Fisk. .
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David'’s first salmoncaught near his parents’ hotel in Ross-stibstliard room in back-
ground hotel serving platter in foreground

Ah, | remember talking with Peter (author of Fisk, 1967) at Royal Sta-
tistical Society meetings in London, but | had not realized that connection.

Peter persuaded me to think about other subjdéeeting him laterhe claimed
to have suggested economiesid even econometricbut | did not recall that

Were you enrolled in economics?

No, | was reading Frenghhistory and mathsMy squash partnedan Souter
suggested that | try political economy and psychology as “easy sufjjeots
enrolled in them after scraping though my first year

Were they easy?

| thought psychology was wonderfuRex and Margaret Knight taught really
interesting materialHowever economics was taught by Professor Hamijton
out continued part time because his post
burseand | stopped attending lectures
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Shortly before the first term’s exgnhan suggested that | catch up by reading
Paul Samuelson’'$1961) textbook which | did (fortunately not Samuelson’s
[1947] Foundation$). From page ond found it marvelouslearning how eco-
nomics affected our lives discovered that | had been thinking economics with-
out realizing it

You had called it accountancy rather than economics?
Partly but alsqg | was naive about the coverage of intellectual disciplines
Why hadn’t you encountered Samuelson’s text before?

We were using a textbook by Sir Alec Cairncrptise government chief eco-
nomic advisor at the time and a famous Scots econor@stwas in second-
year economigswhere Samuelsomwas recommended read Samuelsorfrom
cover to cover before the term examhich then seemed elementaBecades
later, that exam came back to haunt me when | presented the “Quincentennial
Lecture in Economics” at Aberdeen in 19%ert Shawwho had marked my
exam paperretold that | had written “Poly Con” at the top of the papEhe
course was called “PolEcdgrbut | had never seen it writtertHe had drawn a
huge red ring around “Poly Con” with the commehYou don't even know
what this course is calleso how do you know all about it?” That's when |
decided to become an economisly squash partner larhowever became an
accountant

Were you also taking psychology at the time?

Yes | transferred to a 4-year program during my second ,yezading joint
honors in psychology and economid$e Scottish Education Department gen-
erously extended my funding to 5 yeawghich probably does not happen today

for other “late developersThere remain few routes to university such as the
one that Aberdeen offered or funding bodies willing to support such an educa-
tion. Psychology was interestinthough immensely challenging—studying how
people actually behaved and eschewing assumptions strong enough to sustain
analytical deductions enjoyed the statistigsvhich focused on design and analy-

sis of experimentsas well as conducting experimentait | dropped psychol-

ogy in my final year

You published your first paper, [1], while an undergraduate. How did
that come about?

| investigated student income and expenditure in Aberdeen over two years to
evaluate changing living standard® put this in perspectiveonly about 5%

of each cohort went to university thewith most being government funded
whereas about 40% now undertake higher or further educafiom real value

of such funding was fallingso | analyzed its effects on expenditure patterns
(books clothes food, lodging travel etc): the paper later helped in planning
social investment hetween student and holiday accommodation
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What happened after Aberdeen?

| applied to work with Dick Stone in Cambridgenfortunately he declinedo

| did an M.Sc in econometrics at LSE with Denis Sargan—the Aberdeen fac-
ulty thought highly of his work My econometrics knowledge was woefully
inadequatgebut | only discovered that after starting the 34

Had you taken econometrics at Aberdeen?

Econometrics was not part of the usual undergraduate prgodmainmy desk in
Aberdeen’s beautiful late-medieval library was by chance in a section that had
books on econometrics tried to read Lawrence Klein'61953 A Textbook of
Econometricsaand to use Jan Tinberger($951) Business Cycles in the United
Kingdom 1870-1914n my economic history cours&hat led the economics
department to arrange for Derek Pearce in the statistics department to help me
he and | worked through Jim Thoma$k964 Notes on the Theory of Multiple
Regression AnalysiDerek later said that he had been keeping just about a
week ahead of méiaving had no previous contact with problems in economet-
rics like simultaneous equations and residual autocorrelation

Was teaching at LSE a shock relative to Aberdeen?

The first lecture was by Jim Durbin on periodograms and spectral anadygls

it was incomprehensiblelim was proving that the periodogram was inconsis-
tent but that typical spectral estimators are well-behavesiwe left the lec-

ture | asked the student next to m&Vhat is a likelihood?” and got the reply
“You're in trouble!”. But luck was on my sideDennis Anderson was a physi-
cist learning econometrics to forecast future electricity demaondhe and |
helped each other through econometrics and economgspectively Dennis

has been a friend ever since and is now a neighbor in Oxford after working at
the World Bank

Did Bill Phillips teach any of your courses?

Yes although Bill was only at LSE in my first yeawwhen we discussed my
inadequate knowledge of statistical theang was reassuringnd | did even-
tually come to grips with the materiaBill, along with Meghnad Desalan
Tymes and Denis Sargaman the quantitative economics seminahich was

half of the degreeThey had erudite arguments about autoregressive and moving-
average representatigmaatching Denis’s and Bill’s respective interesiiey

also debated whether a Phillips curve or a real-wage relation was the better
model for the United KingdomiThat discussion was comprehensjtgazen my
economics background

What do you recall of your first encounters with Denis Sargan?

Denis'was always charming and paticbtut he never understood the knowl-
edge gap between himself and his studeHts answered questions about five
levels above the targeand he knew the material so well that he rarely used
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lecture notesl once saw him in the coffee bar scribbling down a few notes on
the back of an envelope—they constituted his entire lectiio, while the
material was brilliantthe notation changed several times in the course of the
lecture @ becameg, thenwy, and back tax, while y had becomer and theng;

and x and z got swapped as welSorting out one’s notes proved invaluable
howeveyand eventually ensured comprehension of Denis’s lect@espresent
teaching-quality assessment agency would no doubt regard his approach as disas-
trous given their blinkered view of pedagogy

That sort of lecturing could be discouraging to students, whereas it
didn't bother Denis.

One got used to Denis’s approadfor Denis notation was just a vehiclevith
the ideas standing above it

My own recollection of Denis’s lectures is that some were crystal clear,
whereas others were confusing. For instance, his expositions of instru-
mental variables and LIML were superb. Who else taught the M.Sc.? Did
Jim Durbin?

Yes Jim taught the time-series couysehich reflected his immense under-
standing of both time- and frequency-domain approaches to econometecs
was a clear lecturef have no recollection of Jim ever inadvertently changing
notation—in complete contrast to Denis—so years later Jim's lecture notes
remain clear

What led you to write a Ph.D. after the M.Sc.?

The academic world was expanding rapidly in the United Kingdom after the
(Lionel) Robbins reportPreviously many bright scholars had received tenured
posts after undergraduate degremsd Denis was an exampleowever as in

the United Statesa doctorate was becoming essentidhad a summer job in
the Labour government’s new Department of Economic Affaimedeling the
secondhand car markéthat work revealed to me the gap between economet-
ric theory and practigeand the difficulty of making economics operationsd

| thought that a doctorate might improve my research skilsving read George
Katona's researghncluding Katona and Muellef1968, | wanted to investi-
gate economic psychology in order to integrate the psychologist’s approach to
human behavior with the economist’s utility-optimization intertemporal mod-
els Individuals play little role in the latter—agents’ decisions could be made
by computersBy contrast Katona’s models of human behavior incorporated
anticipations plans and mistakes

Had you read John Muth (1961) on expectations by then?

Yes in the quantitative economics seminbut his results seemed specific to
the given time=series'modeiatherthan being a general approach to expecta-
tions formation Models with adaptive and other backward-looking expecta-
tions were being criticized. at the timalthough little was known about how
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individuals actually formed expectatiartdowever Denis guided me into mod-
eling dynamic systems with vector autoregressive errors for mp.Ph

What was your initial reaction to that topic?

| admired Sargari1964), and | knew that misspecifying autocorrelation in a
single equation induced modeling problen@eneralizing that result to sys-
tems with vector autoregressive errors appeared ugeéunlis's approach entailed
formulating the “solved-out” form with white-noise errors and then partition-
ing dynamics between observables and errBecause any given polynomial
matrix could be factorized in many waywith all factorizations being obser-
vationally equivalent in a stationary world sufficient number ofstrongly
exogenous variables were needed to identify the partifibe longer lag length
induced by the autoregressive error generalized the mbdekrror autocorre-
lation per se imposed restrictions on dynamasthe autoregressive-error rep-
resentation was testableee[4], [14], and[22], the last with Andy Tremayne

Did you consider the relationship between the system and the condi-
tional model as an issue of exogeneity?

No. | took it for granted that the variables called “exogenous” were indepen-
dent of the errorsas in strict exogeneityBill Phillips (1956 had considered
whether the joint distribution of the endogenous and potentially exogenous vari-
ables factorizedsuch that the parameters of interest in the conditional distribu-
tion didn’t enter the marginal distributio®n differentiating the joint distribution
with respect to the parameters of interestly the conditional distribution would
contribute Unfortunately | didn’t realize the importance of conditioning for
model specification at the time

What other issues arose in your thesis?

Computing and modelingeconometric methods are pointless unless opera-
tional, but implementing the new procedures that | developed required consid-
erable computer programminghe IBM 360/65 at University College London
(UCL) facilitated calculationsl tried the methods on a small macro-model of
the United Kingdominvestigating aggregate consumptianvestmentand out-

put see[15].

At the time, Denis had several Ph.D. students working on specific sec-
tors of the economy, whereas you were working on the economy as a
whole. How much did you interact with the other students?

The student rebellion at the LSE was at its height in 1968—18668 most of
Denis’s students worked on the computer at U@h ocean of calmit was a
wonderful group to be withGrayham Mizon wrote code for optimization applied
to investment equation®ravin Trivedi for efficient Monte Carlo methods and
modelinginventoriesMike Feinerfor “ratchet” models for importend Ross
Williams for nonlinear estimation ‘of durables expenditukéso, Cliff Wymer
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was working on continuous-time simultaneous systeéRay Byron on systems
of demand equationsand William Mikhail on finite-sample approximations
We shared ideas and cqdad Denis met with us regularly in a workshop where
each student presented his or her resedvtdst theses involved econometric
theory computing an empirical applicationand perhaps a simulation study

1.1. The London School of Economics

After finishing your Ph.D. at the LSE, you stayed on as a lecturer, then
as a reader, and eventually as a professor of econometrics. Was Denis
Sargan the main influence on you at the LSE—as a mentor, as a col-
league, as an econometrician, and as an economist?

Yes he was And not just for me but for a whole generation of British econo-
metricians He was a wonderful colleaguEor instancgeafter struggling with a
problem for monthsa chat with Denis often elicited a handwritten note later
that afternoonsketching the solutiarl remember discussing Monte Carlo con-
trol variates with Denis over lunch after not getting far with théte came to

my office an hour latersuggesting a general computable asymptotic approxi-
mation for the control variate that guaranteed an efficiency gain as the sample
size increasedrhat exchange resulted ji6] and[27]. Denis was inclined to
suggest a solution and leave you to complete the anal@gisasionally our
flailings stimulated him to publistas with my attempt to extracth-order auto-
regressive errors frortm + k)th-order dynamicsDenis requested me to repeat
my presentation on it to the econometrics workshop—the kiss of death to an
idea! Then he formulated the common-factor approach in Sait2a0.

How did Jim Durbin and other people at LSE influence you?

In 1973 | was programming GIVE—the Generalized Instrumental Variable Esti-
mator[33]—including an algorithm for FIML | used the FIML formula from
Jim’s 1963 papemwhich was published much later as Durl§t®88 in Econo-
metric Theory While explaining Jim’'s formula in a lecturé noticed that it
subsumed all known simultaneous equations estimafidie students later
claimed that | stood silently looking at the blackboard for some tifmen turned
around and said “this covers everythih@hat insight led to[21] on estimator
generating equationffom which all simultaneous equations estimators and their
asymptotic properties could be derived with ed8&en Ted Anderson was vis-
iting LSE in the mid-1970s and writing Anders@h976, he interested me in
developing an analog for measurement-error mqgdeésling to[20].

What were your teaching assignments at the LSE?

| taught the advanced econometrics option for the undergraduate degcke
the first year of the two=year e It Was an exciting time because LSE was
then at the forefront of econometric theory and its applicatibradso taught
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control theory based on Bill Phillips’s course notes and the book by Peter Whittle
(1963.

Interactions between teaching, research, and software have been impor-
tant in your work.

Indeed Writing operational programs was a major theme at LSE because Denis
was keen to have computable econometric methdtle mainframe program
GIVE was my responsd/leghnad Desai called GIVE a “model destruction pro-
gram” because at least one of its diagnostic tests usually rejected anyone’s pet
empirical specification

1.2. Overseas Visits

During 1975-1976, you split a year-long sabbatical between Yale—
where | first met you—and Berkeley. What experiences would you like to
share from those visits?

There were three surpriseBhe first was that the developments at LSE follow-
ing Denis’s 1964 paper were almost unknown in the United St&w econ-
ometricians therefore realized that autoregressive errors were a testable restriction
and typically indicated misspecificatipand Denis’s equilibrium-correction

(or “error-correctiony model was unknowrThe second surprise was the diver-
gence appearing in the role attributed to economic theory in empirical model-
ing: from pure data-basingthrough using theory as a guideline—which
nevertheless attracted the accusation of “measurement without theory’—to the
increasingly dominant fitting of theory modelSonverselylittle attention was
given to which theory to usend to bridging the gap between abstract models
and data by empirical modelinghe final surprise was how foreign the East
Coast seeme@n impression enhanced by the apparently common langlihge
West Coast proved more familiar—we realized how much we had been condi-
tioned by movies! | enjoyed the entire sabbatiéalYale, the KoopmansTobing

and Klevoricks were very hospitabland in Berkeleycolleagues were kind
ended that year at Australian National UnivergigNU ), where | first met Ted
Hannan Adrian Paganand Deane Terrell

One of the academic highlights was the November 1975 conference
in Minnesota held by Chris Sims.

Yes it was although Chris called my comments @5] “acerbic” In [25],

I concurred with Clive Granger and Paul Newbold’s critique of poor econo-
metrics particularly that a highR? and a low Durbin—-Watson statistic were
diagnostic of an incorrect moddHowever | thought that the common-factor
interpretation of error autocorrelatipnn combination with equilibrium-
correction"modelsresolved the"nonsense-regressions problem better than dif-
ferencing and it retained the economichly invited paper[26] at the 1975
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Toronto Econometric Society World Congress had discussed a system of equi-
librium corrections that could offset nonstationarity

George Box and Gwilym Jenkins’s book (initially published as Box and
Jenkins, 1970) had appeared a few years earlier. What effect was that
having on econometrics?

The debate between the Box—Jenkins approach and the standard econometrics
approach was at its heighyet the ideas just noted seemed unknownthe
United Statescriticisms by Phillip Cooper and Charles Nelsd®75 of macro-
forecasters had stimulated debate about model forms—specifiahtiyit simul-
taneous systems versus ARIMA representatibttavever my Monte Carlo work

with Pravin in[8] on estimating dynamic models with moving-average or auto-
regressive errors had shown that matching the lag length was more important
than choosing the correct forrand neither lag length nor model form was very
accurately estimated from the sample sizes of 40—80 observations then avail-
able Thus to me the only extra ingredients in the Box—Jenkins approach over
Bill Phillips’s work on dynamic models with moving-average erroRillips,

2000 were differencing and data-based modelibgfferencing threw away
steady-state economics—the long-run information—so it was unhelpuk-
pected that Box—Jenkins models were winning because of their modeling
approach not their model form and if a similar approach was adopted in
econometrics—ensuring white-noise errors in a good representation of the time
series—econometric systems would do much better

1.3. Oxford University
Why did you decide to move to Nuffield College in January 1982?

Oxford provided a good research environment with many excellent econo-
mists it had bright studentsand it was a lovely place to liveDur daughter
Vivien was about to start schqand Oxford schools were preferable to those

in central LondonAmartya SenTerence Gormanand John Muellbauer had

all recently moved to Oxfordand Jim Mirrlees was already theitle Oxford, |

was initially also acting director of their Institute of Economics and Statistics
because academic cutbacks under Margaret Thatcher meant that the university
could not afford a paid directoln 1999 the Institute transmogrified into the
Oxford economics department

That sounds strange—not to have had an economics department at a
major UK university.

No economics department and no undergraduate economics degm®m-
ics was college-based rather than university-bagddcked a buildingand it
hadlittle secretarial"suppartPPE=short for “Politics Philosophy and
Economics”—was the major vehicle| through which Oxford undergraduates
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learnt economicsThe joke at the time was that LSE students knew everything
but could do nothing with jtwhereas Oxford students knew nothing and could
do everything with it

How did your teaching responsibilities differ between LSE and Nuffield?

At Oxford, | taught the second-year optional econometrics course for tR@iM

in economics—36 hours of lectures per ye@xford students didn’t have a
strong background in econometrjarathematicsor statistics but they were
interested in empirical econometric modelingith the creation of a depart-
ment of economigswve have now integrated the teaching programs at both the
graduate and the undergraduate levels

1.4. Research Funding

Throughout your academic career, research funding has been impor-
tant. You've received grants from the Economic and Social Research Coun-
cil (ESRC, formerly the SSRC), defended the funding of economics
generally, chaired the 1995-1996 economics national research evalua-
tion panel for the Higher Education Funding Council for England (HEFCE),
and just recently received a highly competitive ESRC-funded research
professorship.

On the first applied econometrics requires softwaremputersresearch assis-
tants and data resourcgeso it needs funding~ortunately | have received sub-
stantial ESRC support over the yeagsabling me to employ Frank Srpéock
Chong Adrian Neale Mike Clements Jurgen Doornik Hans-Martin Krolzig

and yourself who together revolutionized my productivityhat said | have

also been critical of current funding allocatigpsrticularly the drift away from
fundamental research towards “user-oriented” resedigar-market” projects
should really be funded by commercial companleaving the ESRC to focus

on funding what the best researchers think is worthwhéleen if the payoff
might be years lateThe ESRC seems pushed by government to fund research
on immediate problems such as poverty and inner-city squalor—which we would
certainly love to solve—but the opportunity cost is reduced research on the
tools required for a solutiarMy work on the fundamental concepts of forecast-
ing would have been impossible without support from the Leverhulme Foun-
dation | still have more than half of my applications for funding rejegtadd

| regret that so many exciting projects dla an odd waythese prolific rejec-
tions may reassure younger scholars suffering similar outcomes

Nevertheless, you have also defended the funding of economics against
outside challenges.

In'the'mid=1980sthe"UK'meteorologists wanted another supercomputbich
would have cost about as much“as the ESRC’s entire budfetre was an
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enquiry into the value of social science reseatbheatening the ESRC’s exis-
tence | testified in the ESRC’s favgrapplying PcGive live to modeling UK
house prices to demonstrate how economists analyzed empirical eviderce
[52]. The scientists at the enquiry were fascinated by the predictability of such
an important asset pricas well as the use of a cubic differential equation to
describe its behavioFortunatelythe enquiry established that economics wasn’t
merely assertion

| remember that one of the deciding arguments in favor of ESRC fund-
ing was not by an economist but by a psychiatrist.

Yes Griffiths Edwards worked in the addiction research unit at the Maudsley
on a program for preventing smokingn economist had asked him if lung-
cancer operations were worthwhilghecking he found that many patients did
not have a good life postoperationhis role of economics in making people
think about what they were doing persuaded the committee of inquiry of our
value Thatcher clearly attached zero weight to insights like Keyn€ka36
General Theorywhereas | suspect that the output saved thereby over the last
half century could fund economics in perpetuity

There also seems to be a difference in attitudes towards, say, a fail-
ure in forecasting by economists and a failure in forecasting by the
weathermen.

The British press has often quoted my statement thhen weathermen get it
wrong, they get a new computewhereas when economists get it wrotigey
get their budgets cufhat difference in attitude has serious consequerares
it ignores that one may learn from one’s mistakiégrecast failure is as infor-
mative for us as it is for meteorologists

That difference in attitude may also reflect how some members of our
profession ignore the failures of their own models.

Possibly Sometimes they just start another research program
Let’s talk about your work on HEFCE.

Core research funding in UK universities is based on HEFCE's research assess-
ment exercisePeer-group panels evaluate research in each disciflireepanel

for economics and econometrics has been chaired in the past by Jim Mirrlees
Tony Atkinson and myselflt is a huge taskEvery five yearsmore than a thou-
sand economists from UK universities submit four publications each to the, panel
which judges their qualityThis assessment is the main determinant of future
research fundingas few UK universities have adequate endowmelttalso
unfortunately facilitates excessive government “micro-manageinéntough

the Royal Economic Society have tried to advise the funding council about
designing such evaluation"exercisesth to create appropriate incentives and
to adopt a measurement structure that focuses on quality
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1.5. Professional Societies and Journals

Professional societies have several important roles for economists, and
you have been particularly active in both the Econometric Society and
the Royal Economic Society.

As a life member of the Econometric Sociegnd as a fellow since 1976
know that the Econometric Society plays a valuable role in our profesisidn

| believe that it should be more democratic by allowing mempamnsl not just
fellows, to have a voice in the affairs of the Societywas the first competi-
tively elected president of the Royal Economic Sociétiyer empowering its
membersthe Society became much more actiespecially through financing
scholarships and funding travélpersuaded the RES to start up theonomet-

rics Journal which is free to members and inexpensive for librarisil Shep-

hard has been a brilliant and energetic first managing editping to rapidly
establish a presence for tlonometrics Journal also helped found a com-
mittee on the role of women in economjggompted by Karen Mumford and
steered to a formal basis by Denise Oshavith Carol Propper as its first chair-
person The committee has created a network and undertaken a series of useful
studiesas well as examined issues such as potential biases in prom&ome
women had also felt that there was bias in journal rejections and were sur-
prised that(e.g.) | still received referee reports that comprised just a couple of
rude remarks

Almost from the start of your professional career, you have been active
in journal editing.

Yes In 1971, Alan Walters(who had the office next door to mine at LEEom-
inated me as the econometrics editor for Review of Economic StudigSeoff
Heal was theRevievis economics editorand we were both in our twenties at
the time | have no idea how Alan persuaded the Society for Economic Analy-
sis to agree to my appointmermthough theReviewwas previously known as
the “Children’s Newspaper” in some sections of our professtediting was
invaluable for broadening my knowledge of econometricead every submis-
sion as | did later when editing for thEconomic Journahnd theOxford Bul-
letin. An editor must judge each paper and evaluate the referee repotisist
act as a post boxAll too often, editors’ letters merely say that one of the ref-
erees didn't “like” the papeland so reject itlf my referees didn’t like a paper
that | liked | would accept the paper nonethelessporting the most serious
criticisms from the referee reports for the author to reluative editing also
requires soliciting papers that one likeghich can be arduous when still han-
dling 100-150 submissions a year

| then edited theeconomic Journalwith John Flemmingwho regrettably
died last yearand covered a widerrange of more applied papatisen | began
editing theOxford Bulletin a shift to the mainstream was neegdadd this was
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helped by commissioning two timely special issues on cointegration that attracted
the profession’s attentigrsee[63] and[97].

Some people then nicknamed it the Oxford Bulletin of Cointegration!
Let's move on to conferences. You organized the Oslo meeting of the
Econometric Society, and you helped create the Econometrics Confer-
ences of the European Community (EC?).

EC? was conceived by Jan Kiviet and Herman van Dijk as a specialized forum
and | was delighted to heljstarting in Amsterdam in 199 EC? has been very
successfyland it has definitely enhanced European econometifs attract
about a hundred expert participantgith no parallel sessiopslthough EG
does have poster sessions

Poster sessions have been a success in the scientific community, but
they generally have not worked well at American economics meetings.
That has puzzled me, but | gather they succeeded at EC??

We encouraged “big names” to present posters provided champagne to
encourage attendancend we gave prizes to the best post&sme of the pre-
sentations have been a delighhowing how a paper can be communicated in
four square meters of wall spa@nd allowing the presenter to meet the research-
ers they most want to talk té\t a conference the size of ECabout twenty
people present posters at onse there are two to three audience members per
presenter

That said, in the natural sciences, poster sessions also work at large
conferences, so perhaps the ratio is important, not the absolute numbers.

1.6. Long-Term Collaborations

Your extensive list of long-term collaborators includes Pravin Trivedi,
Frank Srba, James Davidson, Grayham Mizon, Jean-Francois Richard, Rob
Engle, Aris Spanos, Mary Morgan, myself, Julia Campos, John Muell-
bauer, Mike Clements, Jurgen Doornik, Anindya Banerjee, and, more
recently, Katarina Juselius and Hans-Martin Krolzig. What were your rea-
sons for collaboration, and what benefits did they bring?

The obvious ones were a shared viewpoint yet complementary;skijisco-
authors’ brilliance energy and creativity and that the sum exceeded the parts
Beyond thatthe reasons were different in every ca&ay research involving
economics statistics programming history, and empirical analysis provides
scope for complementaritie$he benefits are clear to mat least Pravin was
widely read and stimulated my interest in Monte Caffoank greatly raised
my productivity—ourindependently written computer code would work when
combined which must be a raritywhen | had tried this with Andy Tremayne
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we initially defined Kronecker products differentlinducing chaos! James
brought different insights into our work and insistdike you) on clarity

Grayham and | have investigated a wide range of isdui&e yourself Rob,
Jean-FrancojKataring and Mike(and also Sgren Johanseafthough we have
not yet published togethgitGrayham shares a willingness to discuss economet-
rics at any timein any place On the telephone or over dinpeve have started
exchanging ideas about each other’s researshally to our spouses’ dismay
find such discussions very productivl®an-Francois and Rob are both great at
stimulating new developments and clarifying half-baked idksling to impor-
tant notions and formalizationéris has always been a kindred spirit in ques-
tioning conventional econometric approaches and having an interest in the history
of econometrics

Mary is an historianas well as an econometriciaand so stops me from
writing “Whig history” (i.e., history as written from the perspective of the vic-
tors). With yourself we have long arguments ending in new ideas and then

David and Evelyn cooking at the Mizon residence in Florence
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write the paperJulia rigorously checks all derivations and frequently corrects
me John has a clear understanding of economscskeeps me right in that
arena Mike and | have pushed ahead on investigating a shared interest in the
fundamentals of economic forecastjirdpspite a reluctance of funding agen-
cies to believe that it is a worthwhile activity

In addition to his substantial econometrics skillargen is one of the world’s
great programmeysvith an extraordinary ability to conjure code that is almost
infallible. He ported PcGive across totCt after persuading me that there was
no future inForTrRAN. We interact on a host of issuesuch as on how meth-
odology impinges on the design and structure of progrédmmdya brings great
mathematical skillsand Katarina has superb intuition about empirical model-
ing. Hans-Martin has revived my interest in methodology with automatic model-
selection proceduresvhich he pursues in addition to his “regime-switching”
researchKen Wallis and | have regularly commented on each other’s work
although we have rarely published togethend, of course Denis Sargan was
also a long-term collaboratobut he almost never needed co-autharscept
for [55], which was written jointly with Adrian Pagan and mysels the
acknowledgments in my publications testifjany others have also helped at
various stagesmost recently Bent Nielsen and Neil Shephamtho are won-
derful colleagues at Nuffield

2. RESEARCH STRATEGY

| want to separate our discussion of research strategy into the role of
economics in empirical modeling, the role of econometrics in econom-
ics, and the LSE approach to empirical econometric modeling.

2.1. The Role of Economics in Empirical Modeling

| studied economics because unemploymémning standardsand equity are
important issues—as noted previoyshaul Samuelson was a catalyst in that—
and | remain an economidiowever a scientific approach requires quantifica-
tion, which led me to econometric§hen | branched into methodology to
understand what could be learnt from nonexperimental empirical evidénce
econometrics could develop good models of economic realitynomic policy
decisions could be significantly improve8ince policy requires causal links
economic theory must play a central role in model formulatiout economic
theory is not the sole basis of model formulati@onomic theory is too abstract
and simplified so data and their analysis are also crudialave long endorsed
the views in Ragnar Frischid 933 editorial in the first issue oEconometrica
particularly his emphasis on unifying economic the@gonomic statistic&lata,
and mathematicsThat still leaves open the key question as to “which eco-
nomic theory “High=level”theory'must be tested against datantingent on
“well-established” lower level thearie$-or example despite the emphasis on
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agents’ expectations by some economititey devote negligible effort to col-
lecting expectations data and checking their theotstorically, much of the

data variation is not due to economic factors but to “special events” such as
wars and major changes in poljagstitutions and legislationThe findings in
[205] and[208] are typical of my experienceA failure to account for these
special events can elide the role of economic forces in an empirical model

2.2. The Role of Econometrics in Economics

Is the role of econometrics in economics that of a tool, just as Monte
Carlo is a tool within econometrics?

Econometrics is our instrumeras telescopes and microscopes are instruments
in other disciplinesEconometric theoryand within it, Monte Carlg evaluates
whether that instrument is functioning as expectedonometric methodology
studies how such methods work when applied

Too often a study in economics starts afregostulating and then fitting a
theory-based modefailing to build on previous findingsBecause investiga-
tors revise their models and rewrite a priori theories in light of the evidéhce
is unclear how to interpret their resuliBhat route of forcing theoretical mod-
els onto data is subject to the criticisms in Larry Summ@&91) about the
“illusion of econometrics | admire what Jan Tinbergen called “kitchen-sink
econometrics being explicit about every step of the procekstarts with what
the data arehow they are collectedneasuredand changed in the light of
theory, what that theory iswhy it takes the claimed form and is neither more
general nor more expliciend how one formulates the resulting empirical rela-
tionship and then fits it by a ruléan estimator derived from the theoretical
model Next comes the modeling procesgcause the initial specification rarely
works, given the many features of reality that are ignored by the thé&omally,
ex post evaluation checks the outcame

That approach suggests a difference between being primarily inter-
ested in the economic theory—where data check that the theory makes
sense—and trying to understand the data—where the theory helps inter-
pret the evidence rather than act as a straitjacket.

Yes To derive explicit resultseconomic theory usually abstracts from many
complexities including how the data are measurddhere is a vast difference
between such theory being invaluable and its being optiAtabest the theory

is a highly imperfect abstraction of realityo one must take the data and the
theory equally seriously in order to build useful empirical representatitims
instrument of econometrics can be used in a coherent way to interpret the data
build"modelsand underpin‘a progressive research stratdwreby providing

the next investigator with a starting point
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2.3. The LSE Approach

What is meant by the LSE approach? It is often associated with you in
particular, although many other individuals have contributed to it and
not all of them have been at the LSE.

There are four basic stagdseginning with an economic analysis to delineate
the most important factord’he next stage embeds those factors in a general
model that also allows for other potential determinants and relevant special fea-
tures Then the congruence of that model is test&thally, that model is sim-
plified to a parsimonious undominated congruent final selection that encompasses
the original modelthereby ensuring that all reductions are valid

When developing the approadhe first tractable cases were linear dynamic
single equationsvhere the appropriate lag length was an open isdogvever
the principle applies to all econometric modeliadpeit with greater difficulty
in nonlinear settingssee Trivedi(1970 and Mizon(1977) for early empirical
and theoretical contributionMany other aspects followeduch as developing
a taxonomy for model evaluatiprthogonalizing variablesand recommenc-
ing an analysis at the general model if a rejection occldslitional develop-
ments generalized this approach to system modglmghich severalor even
all) variables are treated as endogenddsltiple cointegration is easily ana-
lyzed as a reduction in this framewor&s is encompassing of the VAR and
whether a conditional model entails a valid reductibtizon (1995 and[157]
provide discussions

Do you agree with Chris Gilbert (1986) that there is a marked contrast
between the “North American approach” to modeling and the “European
approach™?

Historically, American economists were the pragmatisist Koopmang1947)
seems to mark a turning poinvlany American economists now rely heavily
on abstract economic reasonjraften ignoring institutional aspects and inter-
agent heterogeneitas well as inherent conflicts of interest between agents on
different sides of the markeSome economists believe their theories to such an
extent that they retain themaven when they are strongly rejected by the data
There are precedents in the history of science for maintaining research pro-
grams despite conflicts with empirical evidenteit only when there was no
better theoryFor economicshowevey Werner Hildenbrand1994), Jean-Pierre
Benassy(1986, and many others highlight alternative theoretical approaches
that seem to accord better with empirical evidence

3. RESEARCH HIGHLIGHTS

We discussed estimator generation already. Let's now turn to some
other highlights of your research program, including equilibrium correc-
tion, exogeneity, model evaluation and design, encompassing, Dynamic
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Econometrics, and Gets. These issues have often arisen from empirical
work, so let's consider them in their context, focusing on consumers’
expenditure and money demand, including the Friedman-Schwartz debate.
We should also discuss Monte Carlo as a tool in econometrics; the his-
tory of econometrics; and your recent interest in ex ante forecasting,
which has emphasized the difference between error correction and equi-
librium correction.

3.1. Consumers’ Expenditure

Your paper [28] with James Davidson, Frank Srba, and Stephen Yeo
models UK consumers’ expenditure. This paper is now commonly known
by the acronym DHSY, which is derived from the authors’ initials.

Some background is necessalryirst had access to computer graphics in the
early 1970sand | was astonished at the picture for real consumers’ expendi-
ture and income in the United Kingdor&xpenditure manifested vast season-
ality, with double-digit percentage changes between quanersreas income
had virtually no seasonalityhose seasonal patterns meant that consumption
was much more volatile than income on a quarter-to-quarter.obBss impli-
cations followed First, it would not work to fit first-order laggas | had done
earlien and hope that dummies plus the seasonality in income would explain
the seasonality in consumptio®econd the general class of consumption-
smoothingheories like the permanent-income and life-cycle hypotheses seemed
misfocusedConsumers were inducing volatility into the economy by large inter-
quarter shifts in their expenditureo the business sector must be a stabilizing
influence

Moreover the consumption equation in my macro-mofi&b| had dramati-
cally misforecasted the first two quarters of 19681968Q1 the chancellor of
the exchequer announced that he would greatly increase pur@laseales
taxes unless consumers’ expenditure, fisle response to which was a jump in
consumers’ expendituydollowed in the next quarter by the chancellor’s tax
increase and a resulting fall in expenditutevrongly attributed my model’s
forecast failure to model misspecificatiolm retrospectthat failure signaled
that forecasting problems with econometric models come from unanticipated
changes

At about this time Gordon Anderson and | were modeling building soci-
eties which are the British analogue of the.®) savings and loans associa-
tions In [26], we nested the long-run solutions of existing empirical equations
using a formulation related to Sargéatf64), although | did not see the link to
Denis’s work until much latersee[50]. | adopted a similar approach for mod-
eling consumers’ expenditurseeeking a consumption function that could inter-
prettherequations from the"major"UK macro-models and explain why their
proprietors had picked the wrong moddis DHSY [28], we adopted a “detec-
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tive story” approachusing a nesting model for the different variablealid for
both seasonally adjusted and unadjusted,daité up to 5 lags in all the vari-
ables to capture the dynamidReformulation of that nesting model delivered
an equation tha39] later related to Phillip§1957) and was called an error-
correction modelUnder error correctignif consumers made an error relative
to their plan by overspending in a given quaytiiey would later correct that
error.

Even with DHSY, a significant change in model formulation occurred
just before publication. Angus Deaton (1977) had just established a role
for inflation if agents were uncertain as to whether relative or absolute
prices were changing.

The first DHSY equation explained real consumers’ expenditure given real
income and it significantly overpredicted expenditure through the 1973-1974
oil crisis. Angus’s paper suggested including inflation and changes theéxdd:

ing these variables to our equation explained the underspending result
was the opposite of what the first-round economic theory suggestedely

that high inflation should induce preemptive spendigiyen the opportunity
costs of holding moneynflation did not reflect money illusiarRatherit implied

the erosion of the real value of liquid assef®nsumers did not treat the nom-
inal component of after-tax interest as incqrmadereas the Statistical Office
did, so disposable income was being mismeasukdding inflation to our equa-
tion corrected thatAs ever theory did not have a unique prediction

DHSY explained why other modelers selected their models, in addi-
tion to evaluating your model against theirs. Why haven’t you applied
that approach in your recent work?

It was difficult to da Several ingredients were necessary to explain other
modelers’ model selectiongheir modeling approachgslata measurements
seasonal adjustment procedyrekoice of estimatorsmaximum lag lengths
and misspecification test8Ve first standardized on unadjusted data and repli-
cated models on thaWhile seasonal filters leave a model invariant when the
model is known they can distort the lag patterns if the model is data-based
We then investigated both OLS and IV but found little differen€ew of the
then reported evaluation statistics were valid for dynamic modelsuch tests
could misleadMost extant models had a maximum lag of one and low short-
run marginal propensities to consumehich seemed too small to reflect agent
behavior We tried many blind alley$including measurement errgr® explain
these low marginal propensities to consumben we found that equilibrium
correction explained them by induced biases in partial-adjustment mdtlels
designed a nesting modethich explained all the previous findings but with
the paradox that it simplified to a differenced specificatiafth no long-run
termin"the'levels of the variableResolving that conundrum led to the error-
correction mechanisnWhile this “Sherlock Holmes” approach was extremely
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time-consumingit did stimulate research into encompassing., trying to
explain other models’ results from a given madel

Were you aware of Phillips (1954) and Phillips (1957)?

Now the interview becomes embarrassing! | had taken over Bill Phillips’s lec-
ture course on control theory and forecastiag | was teaching how propor-
tional, integral and derivative control rules can stabilize the econadrowever

I did not think of such rules as an econometric modeling device in behavioral
equations

What other important issues did you miss at the time?

Cointegration! Gordon Anderson’s and my work on building societies showed
that combinations of levels variables could be stationasyin the discussion

by Klein (1953 of the “great ratios Granger (1981 1986 later formalized

that property as cointegration removing unit rodgdsayham Mizon and | were
debating with Gene Savin whether unit roots changed the distributions of esti-
mators and testbut bad luck intervenedsrayham and | found no changes in
several Monte Carlobut unknowingly our data generation processes had strong
growth rates

Rather than unit root processes with a zero mean?

Yes We found that estimators were nearly normally distributatt we falsely
concluded that unit roots did not mattesee West1988.

The next missed issue concerned seasonality and annual differenDé$SY,
the equilibrium correction was the four-quarter lag of the log of the ratio of
consumption to incomend it was highly seasondfiowever seasonal dummy
variables were insignificant if one used the Sche¥@rocedure see Savin
(1980. About a week after DHSY’s publicatigfThomas von Ungern-Sternberg
added seasonal dummies to our equation aith conventional-tests found
that they were highly significankeading to the “HUS” pap€i39]. Care is clearly
required with multiple-testing procedures!

Those results on seasonality stimulated an industry on time-varying
seasonal patterns, periodic seasonality, and periodic behavior, with many
contributions by Denise Osborn (1988, 1991).

Indeed The final mistake in DHSY was our treatment of liquid asséiblS
showed thatin an equilibrium-correction formulatignmposing a unit elastic-

ity of consumption with respect to income leaves no room for liquid assets
Logically speakingDHSY went from simple to generaDn derestricting their
equation liquid assets were significamvhich HUS interpreted as an integral
correction'mechanisnThe combined effect of liquid assets and real income on
expenditure added up to unity in the long run
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The DHSY and HUS models appeared at almost the same time as the
Euler-equation approach in Bob Hall (1978). Bob emphasized consump-
tion smoothing, where changes in consumption were due to the innova-
tions in permanent income and so should be ex ante unpredictable. A
large literature has tested if changes in consumers’ expenditure are pre-
dictable in Hall's model. How did your models compare with his?

In [35], James Davidson and | found that lagged varigbéesderived from
HUS, were significant in explaining changes in UK consumers’ expenditure
HUS’s model thus encompassed Hall's mod&lxcess volatility” and “excess
smoothing” have been found in various modélst few authors using an Euler-
equation framework test whether their model encompasses other models

You produced a whole series of papers on consumers’ expenditure.

After DHSY, HUS, and[35], there were four more paperfhey were written
in part to check the constancy of the models and in part to extend. {#&h
modeled annual interwar UK consumers’ expenditotgaining results similar
to the postwar relation in DHSY and HU8espite large changes in the corre-
lation structure of the dat@88] followed up on DHSY[101] developed a model
of consumers’ expenditure in Franand[119] revisited HUS with additional
data

The 1990 paper [88] with Anthony Murphy and John Muellbauer finds
that additional variables matter.

We would expect that to happehs the sample size growsoncentrat-statistics
become more significanso models expandlhat’s another topic that Denis
worked on see Sargafil975 and the interesting follow-up by Robins¢2003.

It also fits in with the work on m-testing by Hal White (1990).

Yes Misspecification evidence against a given formulation accumuylateigh
unfortunately takes one down a simple-to-general pEtht is one reason empir-

ical work is difficult. (The other is that the economy changés“reject” out-

come on a test rejects the modblt it does not reveal whyBernt Stigum
(1990 has proposed a methodology to delineate the source of failure from each
test but when a test rejecti still takes a creative discovery to improve a madel
That insight may come from theqrinstitutional evidencedata knowledggor
inspiration While general-to-specific methodology provides guidelines for build-
ing encompassing modeladvances between studies are inevitably simple-to-
general putting a premium on creative thinking

A good initial specification of the general model is a major source of
value added, making the rest relatively easy, and incredibly difficult
otherwise.

That's correctResearch can be wasted if a key variable is omitted
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3.2. Equilibrium-Correction Models and Cointegration

You already mentioned that you had presented an equilibrium-correction
model at Sims’s 1975 conference.

Yes in [25], | presented an example that was derived from the long-run eco-
nomic theory of consumers’ expendituend | merely asserted that there were
other ways to obtain stationarity than differencilfdpnsense regressions are
only a problem for static models or for those patched up with autoregressive
errors If one begins with a general dynamic specificatidns relatively easy

to detect that there is no relationship between two unrelated random,walks
andz (say). A significant drawback of being away from the LSE was the dif-
ficulty of transporting softwareso | did not run a Monte Carlo simulation to
check this Now it is easy to do scand[229 Figure 1] shows the distributions

of the t-statistics for the coefficients in the regression of

Yi=agt a1y 1t axzi tazz  + U, (1)

wherea; =1, ap = a3 =0, z = z,_, + v, andu; andv, are each normal
serially independent and are independent of each offfes simulation con-
firms my earlier claim about detecting nonsense regresshansthet-statistic

for the coefficient on the lagged dependent variable is skeW#nile differenc-

ing the data imposes a common factor with a unit y@omodel with differ-
ences and an equilibrium-correction term remains in levels because it allows
for a long-run relationTo explain this DHSY explicitly distinguished between
differencing as an operator and differencing as a linear transformation

What was the connection between [25] and Clive's first papers on
cointegration—Granger (1981) and Granger and Weiss (1983)?

At Sims’s conferenceClive was skeptical about relating differences to lagged
levels and doubted that the correction in levels could be statiod#fgrences

of the data did not have a unit rgathereas their lagged levels disvestigat-
ing that issue helped Clive discover cointegratisae his discussion ¢#9],
and see Phillip$1997).

Your interest in cointegration led to two special issues of the Oxford
Bulletin, your book [104], and a number of papers—[61], [64], [78],
[95], [98], and [136]—the last two also addressing structural breaks.

The key insight was that fewer equilibrium correctidmg than the number of
decision variableqn) induced integrated-cointegrated datahich Sgren
Johanseri1988 formalized as reduced-rank feedbacks of combinations of lev-
els onto growth ratesln the Granger representation theorem in Engle and
Granger (1987, the data are () because < n, a situation that | had not
thought aboutSq, although DHSY was close in some wayswas far off in
others In fact I'missed cointegration for a second time[82], where | showed
that “nonsense regressions” could be created and detdnied failed to for-
malize the latterCointegration explained many earlier resufsr instancegin
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Denis’s 1964 equilibrium relationship involving real wages relative to produc-
tivity, the measured disequilibrium fed back to determine future wage, rates
given current inflation rates

Peter Phillipg(1986 1987, Jim Stock(1987), and othergsuch as Chan and
Wei, 1988 were also changing the mathematical technology by using Weiner
integrals to represent the limiting distributions of unit-root proces&emdya
Banerjee Juan DoladpJohn Galbraithand | thought that the power and gen-
erality of that new approach would dominate the future of econometayse-
cially since some proofs became eas#&x with the forecast-error distributions
in [139]. Our interest in cointegration resulted ih04], following Benjamin
Disraeli's reputed remark that “if you want to learn about a subjecite a
book about if’

Or edit a special issue on it!

3.3. Exogeneity

Exogeneity takes us back to Vienna in August 1977 at the European
Econometric Society Meeting.

Discussions of the concept of exogeneity abounded in the econometrics litera-
ture but for me the real insight came from the paper presented in Vienna by
Jean-Francois Richard and published as Riclia®80. Although the concept

of exogeneity needed clarifyinthe audience at the Econometric Society meet-
ing seemed bewilderedince few could relate to Jean-Francgois’s likelihood fac-
torizations and sequential cutRob Engle was also interested in exogeneity
sg, when he visited LSE and CORE shortly after the Vienna meethgythree

of us analyzed the distinctions between various kinds of exogeneity and devel-
oped more precise definitiond/e all attended a Warwick workshpgwith Chris

Sims and Ed Prescott among the other econometriceams$ we argued end-
lessly Reactions to our formalization of exogeneity suggested that fundamen-
tal methodological issues were in dispuiecluding how one should model
what the form of models should pevhat modeling concepts werand even
what appropriate model concepts wegince | was working with Jean-Frangois
and Rob | visited their respective institutiof€ORE and UCSPduring 1980—
1981 My time at both locations was very stimulatinjhe coffee lounge at
CORE saw many long discussions about the fundamentals of modeling with
Knud Munk Louis Phlips Jean-Pierre Floren#lichel Mouchart and Jacques
Dreze (plus Angus Deaton during his vigitin San Diego we argued more
about technique

Your paper [44] with Rob and Jean-Francois on exogeneity went through
several revisions before being published, and many of the examples from
the CORE discussion _paper were dropped.

Regrettably soExogeneity is a difficult notion and is prone to ambiguities
whereas examples can help reduce the confudiba CORE version was writ-
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ten in a cottage in Brittanywhich the Hendrys and Richards shared that sum-
mer. Jean-Francois even worked on it while moving along the dining table as
supper was being laid’he extension to unit-root processeg 1180] shows that
exogeneity has yet further interesting implications

How did your paper [106] on super exogeneity with Rob Engle come
about?

Parameter constancy is a fundamental attribute of a mgdelpredictive fail-

ure was all too common empiricallyhe ideal condition was super exogengity
which meant valid conditioning for parameters of interest that were invariant
to changes in the distributions of the conditioning varialdRsh correctly argued
that tests for super exogeneity and invariance were requegve developed
some tests and investigated whether conditioning variables were aalidhether
they were proxies for agents’ expectatiofrszalid conditioning should induce
nonconstancgyand that suggested how to test whether agents were forward-
looking or contingent planneras in[76].

The idea is a powerful one logically, but there is no formal work on
the class of paired parameter constancy tests in which we seek rejec-
tion for the forcing variables’” model and nonrejection for the conditional
model.

That has not been formalizeBollowing Trevor Breuschi1986), tests of super
exogeneity reject if there is nonconstancy in the conditional masteuring
refutability. The interpretation of nonrejection is less clear

You reported simulation evidence in [100] with Carlo Favero.

That work was based on my realization[ir6] that feedback and feedforward
models are not observationally equivalent when structural breaks occur in mar-
ginal processesintercept shifts in the marginal distributions delivered high
power but changes in the parameters of mean-zero variables were barely detect-
able At the time | failed to realize two key implicationsthe Lucas(1976
critique could only matter if it induced location shiftand predictive failure

was rarely due to changed coefficients of zero-mean variablese recentlyl

have developed these idead Ir83] and[188].

In your forecasting books with Mike Clements—[163] and [170]—you
discuss how shifts in the equilibrium’s mean are the driving force for
empirically detectable nonconstancy.

Interestingly such a shift was present in DHS%ince inflation was needed to
model the falling consumption-income ratishich was the equilibrium correc-
tion. When inflation was excluded from our moderedictive failure occurred
because the equilibrium mean had shiftetbwever we did not realize that
logic at the time
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3.4. Model Development and Design

There are four aspects to model development. The first is model eval-
uation, as epitomized by GIVE (or what is now PcGive) in its role as a
“model destruction program.” The second aspect is model design. The
third is encompassing, which is closely related to the theory of reduc-
tion and to the general-to-specific modeling strategy. The fourth con-
cerns a practical difficulty that arises because we may model locally by
general to specific, but over time we are forced to model specific to
general as new variables are suggested, new data accrue, and so forth.

On the first issugDenis Sargan taught us that “problems” with residuals usu-
ally revealed model misspecificatipro tests were needed to detect residual
autocorrelationheteroskedasticifynonnormality and so onConsequentlymy
mainframe econometrics program GIVE printed many model evaluation statis-
tics. Initially, they were usually likelihood ratio statistjdsut many were switched

to their Lagrange multiplier forgrfollowing the implementation of Silvey1959

in econometrics by Ray Byrgidrian PaganRob Engle Andrew Harveyand
others see Godfrey1988.

Why doesn’t repeated testing lead to too many false rejections?

Model evaluation statistics play two distinct rolés the first the statistics gen-
erate one-off misspecification tests on the general md@ktause the general
model usually has four or five relevamtearly orthogonalaspects to checla
1% significance level for each test entails an overall size of about 5% under the
null hypothesis that the general model is well-specifigldernatively a com-
bined test could be usednd both approaches seem unproblematimvever
for any given nominal size for each test statistiwore tests must raise rejec-
tion frequencies under the nuTrhis cost has to be balanced against the prob-
ability of detecting a problem that might seriously impugn inferernebere
repeated testing.e., more testsraises the latter probability

The second role of model evaluation statistics is to reveal invalid reductions
from a congruent general modelhose invalid reductions are then not fol-
lowed so repeated testing here does not alter the rejection frequencies of the
model evaluation tests

The main difficulty with model evaluation in the first sense is that rejection
merely reveals an inappropriate madkldoes not show how to fix the prob-
lem. Generalizing a model in the rejected direction might wdrlt that infer-
ence is a non sequitudsually, creative insight is requiredand reexamining
the underlying economics may provide th&till, the statistical properties of
any new model must await new data for a Neyman—Pearson quality-control
check

The empirical econometrics literature of the 1960s manifested covert design
Forrinstancewhen journal editors required that Durbin—Watson statistics be
close to two residual autocorrelation was removed by fitting autoregressive
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errors Such difficulties prompted the concept of explicit model desigading

us to consider what characteristics a model should hHave 3], Jean-Francgois
and | formalized model concepts and the information sets against which to
evaluate mode/sand we also elucidated the design characteristics needed for
congruence

If we knew the data generation process (DGP) and estimated its param-
eters appropriately, we would also obtain insignificant tests with the stated
probabilities. So, as an alternative complementary interpretation, success-
ful model design restricts the model class to congruent outcomes, of
which the DGP is a member.

Right Congruencda name suggested by Chris Allsgpenotes that a model
matches the evidence in all the directions of evaluatenmd so the DGP is
congruent with itself Surprisingly the concept of the DGP once caused con-
siderable disputesven thoughby analogy all Monte Carlo studies needed a
mechanism for generating their daféhe concept’'s acceptance was helped by
clarifying that constant parameters are not an intrinsic property of an econom-
ics DGR Also, the theory of reduction explains how marginalizatisequen-
tial factorization and conditioning in the enormous DGP for the entire economy
entails the joint density of the subset of variables under analygsi{69] and
also[113] with Steven Cook

That joint density of the subset of variables is what Christophe Bontemps
and Mizon(2003 have since called the local DGFhe local DGP can be trans-
formed to have homoskedastic innovation ery@is congruent models are the
class to searctand Bontemps and Mizon prove that a model is congruent if it
encompasses the local DGFhanges at a higher level in the full DGP can induce
nonconstant parameters in the local D@&ting a premium on good selection
of the variables

One criticism of the model design approach, which is also applicable
to pretesting, is that test statistics no longer have their usual distribu-
tions. How do you respond to that?

For evaluation testdhat view is clearly correctvhether the testing is within a
given study or between different studi&8hen a test’s rejection leads to model
revision and only “insignificant” tests are reportéests are clearly design cri-
teria However their insignificance on the initial model is informative about
that model's goodness

So, in model design, insignificant test statistics are evidence of having
successfully built the model. What role does encompassing play in such
a strategy?

In experimental disciplinesmost researchers work on the data generated by
theirown experimentdn'macroeconomicshere is one data set with a prolif-
eration of models therepivhich raises the question of congruence between
any given model and the evidence provided by rival mad&le concept of
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encompassing was present in DHSY and KHb& primarily as a tool for reduc-

ing model proliferation The concept became clearer i3] and [45], but it

was only formalized as a test procedure in Mizon and Rickik86. Although

the idea surfaced in David Co{ 962, David emphasized single degree-of-
freedom tests for comparing nonnested modedsdid Hashem Pesaré&t74),
whose paper | had handled as editor for fReview of Economic Studiek
remain convinced of the central role of encompassing in model evalyatson
argued in75], [83], [118], and[142]. Kevin Hoover and Stephen Perg299
suggested that encompassing be used to select a dominant final model from the
set of terminal models obtained by general-to-specific simplifications along dif-
ferent paths That insight sustains multipath searches and has been imple-
mented in[175] and[206]. More generallyin a progressive research strategy
encompassing leads to a well-established body of empirical knowledgew
studies need not start from scratch

As new data accumulate, however, we may be forced to model spe-
cific to general. How do we reconcile that with a progressive research
strategy?

As data accrue over timave can uncover both spurious and relevant effects
because spurious variables have centsthtistics whereas relevant variables
have noncentratstatistics that drift in one directioBy letting the model expand
appropriately and by letting the significance level go to zero at a suitablg rate
the probability of retaining the spurious effects tends to zero asymptotically
whereas the probability of retaining the relevant variables tends to;usety
Hannan and Quinri1979 and White (1990 for stationary processe3hus
modeling from specific to general between studies is not problematic for a pro-
gressive research strategyovided one returns to the general model each.time
Otherwise [172] showed that successively corroborating a sequence of results
can imply the model’s refutatiorstill, we know little about how well a pro-
gressive research strategy performs when there are intermittent structural breaks

3.5. Money Demand

You have analyzed UK broad money demand on both quarterly and
annual data, and quarterly narrow money demand for both the United
Kingdom and the United States. In your first money demand study [29],
you and Grayham Mizon were responding to work by Graham Hacche
(1974) at the Bank of England. How did that arise?

Tony Courakig(1978 had submitted a comment to tEeonomic Journatrit-
icizing Hacche for differencing data in order to achieve stationa@tyayham
Mizon'and I'proposed testing therestrictions imposed by differencing as an exam-
ple of Denis’s new common-factor tests—Ilater published as Saiped0—
and we developed an equilibrium-correction representation for money demand
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using the Bank’s datarhe common factor restriction in Haccli974) was
rejected and the equilibrium-correction term in our model was significant

So, you assumed that the data were stationary, even though differenc-
ing was needed.

We implicitly assumed that both the equilibrium-correction term and the differ-
ences would be stationamyespite no concept of cointegratiand we assumed
that the significance of the equilibrium-correction term was equivalent to reject-
ing the common factor from differencinglso, the Bank study was specific to
general in its approacgtwhereas we argued for general-to-specific modeling
which was the natural way to test common-factor restrictions using Denis’s deter-
minantal conditionsDenis’s COMFAC algorithm was already included in GIVE
although Grayham’s and my Monte Carlo study of COMFAC only appeared
two years later irf34].

Did Courakis (1978) and [29] change modeling strategies in the United
Kingdom? What was the Bank of England’s reaction?

The next Bank study—of M1 by Richard Coghlét®78—considered general
dynamic specificationdut they still lacked an equilibrium-correction terAs

| discussed in my follow-ug31], narrow money acts as a buffer for agents’
expendituresbut with target ratios for money relative to expenditudevia-
tions from which prompt adjustmenthat target ratio should depend on the
opportunity costs of holding money relative to alternative financial assets and
to goods as measured by interest rates and inflati@spectivelyAlso, because
some agents are taxed on interest earniagd other agents are nohe Fisher
equation cannot hold

So your interest rate measure did not adjust for tax.

Right [31] also highlighted the problems confronting a simple-to-general
approach Those problems include the misinterpretation of earlier results in
the modeling sequengcthe impossibility of constructively interpreting test rejec-
tions the many expansion paths facegde unknown stopping pointhe col-
lapse of the strategy if later misspecifications are detecéed the poor
properties that result from stopping at the first nonrejection—a criticism dat-
ing back to Andersor1962.

A key difficulty with earlier UK money-demand equations had been param-
eter nonconstancifowever my equilibrium-correction model was constant over
a sample with considerable turbulence after Competition and Credit Control
regulations in 1971

[31] also served as the starting point for a sequence of papers on UK
and US M1. You returned to modeling UK M1 again in [60] and [94].

That research resulted in a simple representation for UK M1 dejdaspite
a very general initial modelvith only four variables representing opportunity
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costs against goods and other assetdjustment costsand equilibrium
adjustment

In 1982, Milton Friedman and Anna Schwartz published their book
Monetary Trends in the United States and the United Kingdom, and it
had many potential policy implications. Early the following year, the Bank
asked you to evaluate the econometrics in Friedman and Schwartz (1982)
for the Bank’s panel of academic consultants, leading to Hendry and
Ericsson (1983) and eventually to [93].

You were my research officer thefriedman and Schwartz’s approach was
deliberately simple to genertatommencing with bivariate regressiomgener-
alizing to trivariate regressiongtc By the early 1980smost British econo-
metricians had realized that such an approach was not a good modeling strategy
However replicating their results revealed numerous other problems as well

| recall that one of those was simply graphing velocity.

Yes The graph in Friedman and Schwati®82 Chart 55, p. 178 made UK
velocity look constant over their century of datainitially questioned your
plot of UK velocity—using Friedman and Schwartz’'s own annual data—because
your graph showed considerable nonconstancy in velodieydiscovered that
the discrepancy between the two graphs arose mainly because Friedman and
Schwartz plotted velocity allowing for a range of 1 to, Whereas UK velocity
itself only varied between 1 and4 Figure 1 reproduces the comparison

Testing Friedman and Schwartz’'s equations revealed a considerable lack of
congruenceFriedman and Schwartz phase-averaged their annual data in an

[ Friedman and Schwartz’s graph
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FIGURE 1. A comparison of Friedman and Schwartz’s graph of UK velocity with Hen-
dry and Ericsson’s graph of UK velocity



774 ET INTERVIEW

attempt to remove the business cydiat phase averaging still left highly auto-
correlated nonstationary processeBecause filtering(such as phase averag-
ing) imposes dynamic restrictions/e analyzed the original annual dataur
paper for the Bank of England panel started a modeling sequesittecontri-
butions from Sean Holly and Andrew Longbottait985 and Alvaro Escrib-
ano(1985.

Shortly after the meeting of the Bank’s panel of academic consul-
tants, there was considerable press coverage. Do you recall how that
occurred? The Guardian newspaper started the debate.

As background monetarism was at its peakargaret Thatcher—the prime
minister—had instituted a regime of monetary contrs she believed that
money caused inflatignprecisely the view put forward by Friedman and
Schwartz From this perspectivea credible monetary tightening would rap-
idly reduce inflation because expectations were ratioimafact, inflation fell
slowly, whereas unemployment leapt to levels not seen since the 1986s
Treasury and Civil Service Committee on Monetary Polisich | had advised
in [36] and [37]) had found no evidence that monetary expansion was the
cause of the post-oil-crisis inflatioff anything inflation caused moneyhereas
money was almost an epiphenomendine structure of the British banking
system made the Bank of England a “lender of the first r¢sarid so the
Bank could only control the quantity of money by varying interest rates

At the timg Christopher Huhne was the economics editor atGmrdian
He had seen our critiqueand he deemed our evidence central to the policy
debate

As | recall, when Huhne’'s article hit the press, your phone rang for
hours on end.

That it did There were actualljwo articles about Friedman and Schwa(t882

in the Guardian on December 151983 On page 19Huhne had written an
article that summarized—in layman’s terms—our critique of Friedman and
Schwartz(1982. Huhne and | had talked at length about this pjemed it
provided an accurate statement of Hendry and Eric$$883 and its implica-
tions In addition—and unknown to us—th@uardiandecided to run a front-
page editorial on Friedman and Schwartz with the headline “Monetarism’s guru
‘distorts his evidence’ That headline summarized Huhne’s view that it was
unacceptable for Friedman and Schwartz to use their data-based dummy vari-
able for 1921-1955 and still claim parameter constancy of their money demand
equation Rathey that dummy variable actually implied nonconstancy because
the regression results were substantively different in its absdied noncon-
stancy undermined Friedman and Schwartz’s policy conclusions

Charles Goodhart (1982) had_also_questioned that dummy.

It is legitimate to question any data-based dummy selected for a period unrelated
to historical eventsWhether that dummy “distorted the evidence” is less obvi-
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ous since econometricians often use indicators to clarify evidence or to proxy
for unobserved variable$n its place we used a nonlinear equilibrium correc-
tion, which had two equilibriaone for normal times and one for disturbed times
(although one could hardly call the First World War “normal’ike Friedman

and Schwartzwe did include a dummy for the two world wars that captured a
4% increase in demang@robably due to increased riskduhne later did a TV
program about the debatgpending a day at my house filming

Hendry and Ericsson (1983) was finally published nearly eight years
later in [93], after a prolonged editorial process. Just when we thought
the issue was laid to rest, Chris Attfield, David Demery, and Nigel Duck
(1995) claimed that our equation had broken down on data extended to
the early 1990s whereas the Friedman and Schwartz specification was
constant.

To compile a coherent statistical series over a long run of hisédtfyeld, Dem-

ery, and Duck had spliced several different money measures togétitethey

had not adjusted the corresponding measures of the opportunityditisthat
combination our model did indeed faiHowever as shown if166], our model
remained constant over the whole sample once we used an appropriate measure
of opportunity costwhereas the updated Friedman and Schwartz model failed
Escribano(2004) updates our equation through 2000 and confirms its contin-
ued constancy

Your model of U.S. narrow money demand also generated contro-
versy, as when you presented it at the Fed.

Yes that research appeared [@6] with Yoshi Baba and Ross Stakifter the
supposed breakdown in.8l money demand recorded by Steve Goldf@lfi76,
it was natural to implement similar models for the United Stakéany new
financial instruments had been introduceatluding money market mutual funds
CDs and NOW and SuperNOW accounsd we hypothesized that these non-
modeled financial innovations were the cause of the instability in money demand
Ross also thought that long-term interest-rate volatility had changed the matu-
rity structure of the bond marked¢specially when the Fed implemented its New
Operating Procedureé high long rate was no longer a signal to buy because
high interest rates were associated with high variareed interest rates might
go higher still and induce capital loss@sis situation suggested calculating a
certainty-equivalent long-run interest rate—thatl interest rate adjusted for
risk.

Otherwise the basic approach and specifications were simiég treated
M1 as being determined by the private sectmmditional on interest rates set
by the Fedalthough the income elasticity was one-haéfther than unityas in
the United Kingdom Seminars at the Fed indeed produced a number of chal-
lengesiincluding the claim that'the"Fed engineered a monetary expansion for
Richard Nixon's reelectiarDummies for|that period were insignificaisb agents
were willing to hold that money at the interest rates senfirming valid con-
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ditioning. Another criticism concerned the lag structusich represented aver-
age adjustment speeds in a large and complex economy

Some economists still regard the final formulation in [96] as too com-
plicated. Sometimes, | think that they believe the world is inherently sim-
ple. Other times, | think that they are concerned about data mining. Have
you had similar reactions?

Data mining could never spuriously produce the sizes-wdlues we found
however many search paths were explorBuk variables might proxy unmod-
eled effectsbut their larget-statistics could not arise by chance

3.6. Dynamic Econometrics

That takes us to your book Dynamic Econometrics [127], perhaps the
largest single project of your professional career so far. This book had
several false starts, dating back to just after you had finished your Ph.D.

In 1972 the Italian public company IRI invited Pravin Trivedi and myself to
publish (in Italian) a set of lectures on dynamic modeliflg preparing those
lectures we became concerned that conventional econometric approaches cam-
ouflaged misspecificatiardnfortunately the required revisions took more than
two decades!

Your lectures with Pravin set out a research agenda that included gen-
eral misspecification analysis (as in [18]), the plethora of estimators (uni-
fied in [21]), and empirical model design (systematized in [43], [46],
[49], and [69]).

Building on the success ¢fL1] in explaining the simulation results in Gold-
feld and Quand{1972, [18] used a simple analytic framework to investigate
the consequences of various misspecificatiérs| mentioned earliefin Sec-

tion 1.1), | had discovered the estimator generating equation while teaching
To round off the bookl developed some substantive illustrations of empirical
modeling including consumers’ expenditurand housing and the construc-
tion sector(which appeared d$9] and[65]). However new econometric issues
continually appeared-or instancehow do we model capital rationingr the
demand for mortgages when only the supply is obsereedhe stocks and
flows of durables? | realized that | could not teach students how to do applied
econometrics until | had sorted out at least some of these problems

Did you see that as the challenge in writing the book?

Yes The conventional approach to modeling was to write down the economic
theory collect variables with the same nam@sich as consumers’ expenditure
for consumptiol develop mappings between the theory constructs and the obser-
vations and then estimate the resulting equatidiead learned that that approach
did not work The straitjacket of the prevailing approach meant that one under-
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stood neither the data processes nor the behavior of the ecohtiiag a more
data-based approadh which theory provided guidance rather than a complete
structure but that approach required developing concepts of model design and
modeling strategy

You again attempted to write the book when you were visiting Duke
University annually in the mid- to late-1980s.

Yes with Bob Marshall and Jean-Francois RichaRl that time common
factors the theory of reductigrequilibrium correction and cointegratioencom-
passingand exogeneity had clarified the empirical analysis of individual equa-
tions and powerful software with recursive estimators implemented the.ideas
However modeling complete systems raised new issadisof which had to
be made operationalWriting the software package PcFiml enforced begin-
ning from the unrestricted systerhecking its congruenceeducing to a model
thereof testing overidentificationand encompassing the VARee[79], [110],
and[114]. This work matched parallel developments on system cointegration
by Sgren Kataring and others in Copenhagen

Analyses were still needed of general-to-specific modeling and diagnostic
testing in systemg$which eventually came if122]), judging model reliability
(my still unpublished Walras—Bowley lectyreand clarifying the role of inter-
temporal optimization theoryrhat was a daunting list! Bob and Jean-Frangois
became more interested in auctions and experimental econosuctheir
co-authorship lapsed

I remember receiving your first full draft of Dynamic Econometrics for
comment in the late 1980s.

That draft would not have appeared without help from Duo Qin and Carlo
Favero Duo transcribed my lecturgbased on draft chaptemnd Carlo drafted
answers for the solved exercisd$e final manuscript still took years more to
complete

Dynamic Econometrics lacks an extensive discussion of cointegration.
That is a surprising omission, given your interest in cointegration and
equilibrium correction.

All the main omissions ilDynamic Econometric&ere deliberateas they were
addressed in other boakSointegration had been treated k04]; Monte Carlo
in [53] and[95]; numerical issues and software [i81], [99], and[115]; the
history of econometrics ih132]; and forecasting was to compresaged by
[112]. That distribution of topics leDynamic Econometricfocus on model-
ing. Because(co)integrated series can be reduced to stationanitych of
Dynamic Econometricassumes stationarityDther forms of nonstationarity
would be treated later ifil63] and[170]. Even as it stoodDynamic Econo-
metricswas almost/ 000 pages long when published!
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Evelyn Vivien, and David at home in Oxford

You dedicated Dynamic Econometrics to your wife, Evelyn, and your
daughter, Vivien. How have they contributed to your work on econometrics?

| fear that we tread on thin ice her@hatever | say! Evelyn and Vivien have
helped in numerous wayboth directly and indirectlysuch as by facilitating
time to work on ideas and time to visit collaboratoFsey have also tolerated
numerous discussions on econometriosrrected my grammamnd in Vivi-
en’s casequestioned my analyses and helped debug the softwangou know
Vivien is now a professional economist in her own right

3.7. Monte Carlo Methodology

Let’'s now turn to three of the omissions from Dynamic Econometrics:
Monte Carlo, the history of econometrics, and forecasting.

Pravin introduced me to the concepts of Monte Carlo analysised on Ham-
mersley and Handsconti964). | implemented some of their proceduygsir-
ticularly antithetic variate$AVs) in [8] with Pravin and later control variates
in [16] with Robin Harrison

| think that it is worth repeating your story about antithetic variates.

Pravin"and I"were graduate students’ at the tikve were investigating fore-
casts from estimated dynamic models and were using AVs to reduce simulation
uncertainty Approximating. moving-average errors by autoregressive errors
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entailed inconsistent parameter estimates and hemeehought biased fore-
casts To check we printed the estimated AV bias for each Monte Carlo simu-
lation of a static model with a moving-average erke got page upon page of
zeros and a scolding from the computing center for wasting paper and com-
puter time In fact, we had inadvertently discovered thathen an estimator is
invariant to the sign of the data but forecast errors change sign when the data
do, then the average of AV pairs of forecast errors is precisely:zexe|[8].

The idea works for symmetric distributions and hence for generalized least
squares with estimated covariance matrjee=e Kakwani1967). | have since

tried other approacheas in[34] and[58].

Monte Carlo has been important for developing econometric
methodology—by emphasizing the role of the DGP—and in your teach-
ing, as reported in [73] and [92].

In Monte Carlg knowledge of the DGP entails all subsequent results using data
from that DGPThe same logic applies to economic DGPsoviding an essen-

tial step in the theory of reduction and clarifying misspecification analysis and
encompassingMonte Carlo also convinced me that the key issue was specifi-
cation rather than estimatiorin Monte Carlo response surfacekle relative
efficiencies of estimators were dominated by variations between madeisw
reinforced by my later forecasting researdhoreover deriving control vari-

ates yielded insights into what determined the accuracy of asymptotic distribu-
tion theory The software package PcNaive facilitates the live classroom use of
Monte Carlo simulation to illustrate and test propositions from econometric
theory, see[196]. A final major purpose of Monte Carlo was to check software
accuracy by simulating econometric programs for cases where results were
known

Did you also use different software packages to check them against
each other?

Yes The Monte Carlo package itself had to be chegkddourse especially to
ensure that its random number generator wiag uniform.

3.8. The History of Econometrics
How did you become interested in the history of econometrics?

Harry Johnson and Roy Allen sold me their old copieE€obnometricawhich

went back to the first volume in 193Reading early papers such as Haavelmo
(1944 showed that textbooks focused on a small subset of the interesting ideas
and ignored the evolution of our disciplinBick Stone agregdand he helped

me to obtain funding from the ESR®y coincidence Mary Morgan had lost
herTjobat the'Bank of ' England ' when Margaret Thatcher abolished exchange
controls in 1979so Mary and || commenced work togethktary was the opti-

mal person to investigate the history objectivaelpdertaking extensive archi-
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val research and leading to her superb hddkrgan(1990. We had the privilege

of (often jointly) interviewing many of our discipline’s founding fathensclud-

ing Tjalling KoopmansTed AndersonGerhard TintnerJack Johnstanlrygve
Haavelmg Herman Wold and Jan TinbergerThe interviews with the latter
three provided the basis fp84], [123], and[146]. Mary and | worked ori82]

and also collated many of the most interesting paper$1f82]. Shortly after-
wards Duo Qin (1993 studied the more recent history of econometrics through
to about the mid-1970s

Your interest must have also stimulated some of Chris Gilbert’'s work.

I held a series of seminars at Nuffield to discuss the history of econometrics
with many who published on the topisuch as John AldrichChris Mary, and

Duo. It was fascinating to reexamine the debates about Frisch’s confluence analy-
sis between Keynes and Tinbergegic On the latter| concluded that Keynes
was wrong rather than rightas many believeKeynes assumed that empirical
econometrics was impossible without knowing the answer in advdhteat

were true generallyscience could never have progressetiereas in fact it

has

You also differ markedly with the profession’s view on another major
debate—the one between Koopmans and Vining on “measurement with-
out theory.”

As [132] reveals the profession has wrongly interpreted that debate’s implica-
tions Perhaps this has occurred because the debate is a “classic’—something
that nobody reads but everybody cité®opmans(1947) assumed that eco-
nomic theory was completeorrect and unchangingand hence formed an opti-
mal basis for econometricklowever as Rutledge Vining1949 noted economic
theory is actually incomplefabstractand evolving so the opposite inference
can be deducedoopmans’s assumption is surprising because Koopmans him-
self was changing economic theory radically through his own rese&in-
omists today often use theories that differ from those that Koopmans alluded
to, but still without concluding that Koopmans was wrortgowever absent
Koopmans’s assumptigone cannot justify forcing economic-theory specifica-
tions on data

3.9. Economic Policy and Government Interactions

London gave ready access to government organizations, and LSE fos-
tered frequent interactions with government economists. There is no equiv-
alent academic institution in Washington with such close government
contacts. You have had long-standing relationships with both the Trea-
sury and the Bank of England.

The Treasury’s macroeconometric madel had a central role in economic policy
analysis and. forecastingo. it was important to keep its quality as high as fea-
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sible with the resources availabléhe Treasury created an academic panel to
advise on their modeand that panel met regularly for many yeargroducing
developments in economics and econometrics and teaching modeling to their
recently hired economists

Also, DHSY attracted the Treasury’s attentiorhe negative effect of infla-
tion on consumers’ expenditure—approximating the erosion of wealth—entailed
that if stimulatory fiscal policy increased inflatipthe overall outcome was
deflationary Upon replacing the Treasury’s previous consumption function with
DHSY, many multipliers in the Treasury model changed sigmd debates fol-
lowed about what were the correct and wrong signs for such multipfsense
economists rationalized these signs as being due to forward-looking agents pre-
empting government policyhich then had the opposite effect from the previ-
ous “Keynesian” predictions

The Bank of England also had an advisory paigl housing model showed
large effects on house prices from changes in outstanding mortgages because
the mortgage market was credit-constraingmi(in the mid-198051 served on
the Bank’s panelexamining equity withdrawal from the housing market and
the consequential effect of housing wealth on expenditure and inflaiwil
servants and ministers interacted with LSE faculty on parliamentary select com-
mittees as wellOnce in a deputation with Denis Sargan and other LSE econ-
omists we visited Prime Minister Callaghan to explain the consequences of
expansionary policies in a small open economy

You participated in two select committees, one on monetary policy
and one on economic forecasting.

| suspect that my notoriety was established [BZ], my paper nicknamed
“Alchemy,” which was even discussed in Parliament for deriding the role of
money Shortly after[32] appeareda Treasury and Civil Service Committee
on monetary policy was initiated because many members of Parliament were
unconvinced by Margaret Thatcher’s policy of monetary con&notl they sought
the evidential basis for that policfrhe committee heard from many of the
world’s foremost economist#lost of the evidence was not empirical but purely
theoretical being derived from simplified economic models from which their
proprietor deduced what must happ@s the committee’s econometric adviser

| collected what little empirical evidence there wasost of it from the Trea-
sury The Treasurydespite arguing the government's caseuld not establish
that money caused inflationstead it found evidence that devaluatigngage-
price spirals excess demandand commodity-price shocks mattereste[ 36]
and[37].

Those testimonies emphasized theory relative to empirical evidence—
a more North American approach.

Many of those presenting evidence'were North Amer;jican several UK econ-
omists also used pure theomeveloping sustainable econometric evidence
requires considerable time.and effasthich is problematic for preparing mem-
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oranda to a parliamentary committddost of my empirical studies have taken
years

Surprisingly evidence dominated theory in the 1991 enquiry into official eco-
nomic forecastingsee[91]. There was little relevant thearput there was no
shortage of actual forecasts or studies of thd&imere were many papers on
statistical forecasting but few explicitly on economic forecasting for lasgm-
plex, nonstationary systems in which agents could change their behB&oie-
casts from different models frequently conflicteahd the underlying models
often suffered forecast failur&s Makridakis and Hibori2000 and[191] argue
those realities could not be explained within the standard paradigm that fore-
casts were the conditional expectatiombat enquiry triggered my interest in
developing a viable theory of forecastirigven after numerous papers—starting
with [124], [125], [137], [138], [139], and [141]—that research program is
still ongoing

You have also interacted with government on the preparation and qual-
ity of national statistics.

In the mid-1960sl worked on National Accounts at the Central Statistical Office
with Jack Hibbert and David FlaxeAttributing components of output to sec-
tors calculating output in constant pricesnd aggregating the components to
measure GNP was an enlightening experieMest series were neither chained
nor Divisia but Laspeyresand updated only intermittentlyften inducing
changes in estimated relationshipdore recently in [179] and [190] with
Andreas Beyer and Jurgen Doornlkhave helped create aggregate data series
for a synthetic EurolandData accuracy is obviously important to any approach
that emphasizes empirical evidenead | had learned thaalthough macro sta-
tistics were imperfectthey were usable for statistical analysior example
consumption and income were revised joinggsentially maintaining cointe-
gration between them

Is that because the relationship is primarily between their nominal
values—which alter less on updating—and involves prices only secondarily?

Yes lan Harnett(1984) showed that the price indices nearly cancel in the log
ratio, which approximates the long-run outconwever occasional large revi-
sions can warp the evidenci the early 1990sthe Central Statistical Office
revised savings rates by as much as 8 percentage points in some q(festers
12% to 4% say), compared to equation standard errors of about 1%

In unraveling why these revisions were made uncovered mistakes in how
the data were constructeth particular the doubling of the value-added tax
(VAT ) in the early 1980s changed the relation between the expenditwiigut
and income measures of GNPrior to the increase in VATsome individuals
had cheated on their income tax but could not do so on expenditure &xes
theexpenditure"measure had beenthe larfleat relationship reversed after
VAT rose to 175%, but the statisticians wrongly assumed that they had mis-
measured income earli€duch drastic revisions to the data led me to propose
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that the recently created Office of National Statistics form a panel on the qual-
ity of economic statisticsand the ONS agreed he panel has since discussed
such issues as data measuremesnision seasonal adjustmerand national
income accounting

3.10. The Theory of Economic Forecasting

The forecast failure in 1968 motivated your research on methodology.
What has led you back to investigate ex ante forecasting?

That early failure dissuaded me from real-time forecastamgl it took 25 years
to understand its messade the late 197Qsl investigated ex post predictive
failure in [31]. Later, in [62] with Yock Chong and also ifi67], | looked at
forecasting from dynamic system®ainly to improve our power to test mod-
els In retrospectthese two papers suggest much more insight than we had at
the time—we failed to realize the implications of many of our ideas

In an important sens@olicy rekindled my interest in forecastinghe Trea-
sury missed the sharp downturn in 198@ving previously missed the boom
from 1987 and the resulting policy mistakes combined to induce high inflation
and high unemploymeniMike Clements and | then sought analytical founda-
tions for ex ante forecast failure when the economy is subject to structural breaks
and forecasts are from misspecified and inconsistently estimated models that
are based on incorrect economic theories and selected from inaccurate data
Everything was allowed to be wronbut the investigator did not know that
Despite the generality of this framewogrkwe derived some interesting theo-
rems about economic forecastjrgs shown in[105], [120], and[121]. The
theory’s empirical content matched the historical recamd it suggested how
to improve forecasting methods

Surprisingly, estimation per se was not a key issue. The two important
features were allowing for misspecified models and incorporating struc-
tural change in the DGP.

Yes Given that combinatignwe could disprove the theorem that causal vari-
ables must beat noncausal variables at forecadtiegce extrapolative meth-
ods could win at forecastings shown if171]. As [187] and[188] considered
that result suggests different roles for econometric models in forecasting and in
economic policywith causality clearly being essential in the latter

The implications are fundament&x ante forecast failure should not be used
to reject modelsas happened after the first oil crisisee[159]. An almost
perfect model could both forecast badly and be worse than an extrapolative
procedureso the debate between Box—Jenkins models and econometric mod-
els needs reinterpretatiolm [162], we also came to realize a difference between
equilibrium correction"and error correctiomhe first induces cointegration
whereas in the latter a model adjusts to eliminate forecast eengces like
random walks and exponentially weighted moving averages embody error cor-
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rection whereas cointegrated systems—which have equilibrium correction—
will forecast systematically badly when an equilibrium mean shditsce they
continue to converge to the old equilibriuithis explained why the Treasury’s
cointegrated system had performed so badly in the mid-1980swing the
sharp reduction in UK credit rationindt also helped us demonstrate [ib38]

the properties of intercept corrections to offset such shifisst recently[204]
offers an exposition anf210] a compendium

Are you troubled that the best explanatory model need not be the
best for forecasting and that the best policy model could conceivably be
different from both, as suggested in [187]?

Some structural breaks—such as shifts in equilibrium means—are inimical to
forecasts from econometric models but not from robust deyiwbigch do not
explain behaviarSuch shifts might not affect the relevant policy derivatives
For examplethe effect of interest rates on consumers’ expenditure could be
constantdespite a shift in the target level of savings duéday) changed gov-
ernment provisions for health in old agsfter the shift changing the interest
rate still will have the expected policy effeeven though the econometric model
is misforecastingBecause we could robustify econometric models against such
forecast failuresit may prove possible to use the same baseline causal econo-
metric model for forecasting and for policlf the econometric model alters
after a policy experimenthen at least we learn that super exogeneity is lacking
There was considerable initial reluctance to fund such research on forecast-
ing, with referees deeming the ideas as unimplementalméortunately such
attitudes have returneds the ESRC has recently declined to support our
research on this topi©ne worries about their judgmengiven the importance
of forecasting in modern policy processesd the lack of understanding of
many aspects of the problem even after a decade of considerable advances

4. ECONOMETRIC SOFTWARE
4.1. The History and Roles of GIVE and PcGive

In my M.Sc. course, you enumerated three reasons for having written
the computer package GIVE. The first was to facilitate your own research,
seeing as many techniques were not available in other packages. The
second was to ensure that other researchers did not have the excuse of
unavailability—more controversial! The third was for teaching.

Nonoperational econometric methods are poinflssomputer software must

be written Early versions of GIVE demonstrated the computability of FIML
for systems with high-order vector autoregressive errors and latent-variable struc-
tures as in[33]: [174] and[218] provide a brief historyln those dayscode

was on punched cardsonce dropped my box off a bus and spent days sorting

it out.
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You dropped your box of cards off a bus?

The IBM 360/65 was at UCL_so | took buses to and from LS®nce when
rounding the Aldwychthe bus cornered faster than | anticipatedd my box

of cards went flying The program could only be re-created because | had num-
bered every one of the cards

| trust that it wasn’t a rainy London day!

That would have been a disastafter moving to Oxford | ported GIVE to a
menu-driven form(called PcGivé on an IBM PC 8088using a rudimentary
Fortran compilersee[81]. That took about four yeassvith Adrian Neale writ-
ing graphics in AssembleA Windows version appeared after Jurgen Doornik
translated PcGive to €+, leading to[195], [201], [197], and[194].

An attractive feature of PcGive has been its rapid incorporation of new
tests and estimators—sometimes before they appeared in print, as with
the Johansen (1988) reduced-rank cointegration procedure.

Adding routines initially required control of the softwardgut Jurgen recently
converted PcGive to his Ox languag® that developments could be added by
anyone writing Ox packages accessible from GiveMéee Doornik(2001).

The two other important features of the software are its flexibility and its accu-
racy, with the latter checked by standard examples and by Monte Carlo

Earlier versions of PcGive were certainly less flexible: the menus defined
everything that could be done, even while the program’s interactive nature
was well-suited to empirical model design. The use of Ox and the devel-
opment of a batch language have alleviated that. | was astounded by a
feature that Jurgen recently introduced. At the end of an interactive ses-
sion, PcGive can generate batch code for the entire session. | am not
aware of any other program that has such a facility.

Batch code helps replicatio®ur latest Monte Carlo packagBcNaive is just
an experimental design front end that defines the i&#model specificatign
sample sizegetc, and then writes out an Ox program for that formulation
If desired that program can be edited independentlyen it is run by Ox
to calculate the Monte Carlo simulatiang/hile this approach is mainly
menu-drivenit delivers complete flexibility in Monte Carld~or teachingit is
invaluable to have easy-to-ysencrashablemenu-driven programsvhereas
complicated batch code is a disaster waiting to happen

In writing PcGive, you sought to design a program that was not only
numerically accurate but also reasonably bug-proof. | wonder how many
graduate students have misprogrammed GMM or some other estimator
using GAUSS or RATS.

Coding mistakes and inefficient programs can certainly produce inaccurate out-
put Jurgen found that the RESEH-statistic can differ by a factor of a hun-
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dred depending upon whether it is calculated by direct implementation in
regression or by partitioned inversion using singular value decompaditrane
McCullough has long been concerned about accurate qujmdt with good
reasonas his comparison in McCullougti998 shows

The latest development is the software package P¢@essgned with Hans-
Martin Krolzig. “Gets” stands for “general-to-specificand PcGets now auto-
matically selects an undominated congruent regression model from a general
specification Its simulation properties confirm many of the earlier methodolog-
ical claims about general-to-specific modelirand PcGets is a great time-
saver for large problemsee[175], [206], [209], and[226].

PcGets still requires the economist’s value added in terms of the choice
of variables and in terms of transformations of the unrestricted model.

The algorithm indeed confirms the advantages of good economic andigsis
through excluding irrelevant effects atespecially through including relevant
ones Still, excessive simplification—as might be justified by some economic
theory—uwill lead to a false general specification with no good model choice
Fortunately there seems little power loss from some overspecification with
orthogonal regressarand the empirical size remains close to the nominal

4.2. The Role of Computing Facilities

More generally, computing has played a central role in the develop-
ment of econometrics.

Historically, it has been fundamentdtstimators that were infeasible in the 1940s

are now routineExcellent color graphics are also a major bo@omputation

can still be a limiting factgrthough Simulation estimation and Monte Carlo

studies of model selection strain today’s fastest.HRasallel computation thus

remains of interesas discussed if214] with Neil Shephard and Jurgen Doornik
There is an additional close link between computing and economediifes

ferent estimators are often different algorithms for approximating the same like-

lihood, as with the estimator generating equatigiso, inefficient numerical

procedures can produce inefficient statistical estimaasswith Cochrane—

Orcutt estimates for dynamic models with autoregressive erhorthis exam-

ple, stepwise optimization and the corresponding statistical method are both

inefficient because the coefficient covariance matrix is nondiagdhath can

be learned about our statistical procedures from their numerical properties

4.3. The Role of Computing in Teaching

Was it difficult to use computers in teaching when only batch jobs
could be run?

Indeed it wasMy first computer-based| teaching was with Ken Wallis using the
Wharton model for macroeconomic experimergse McCarthy(1972. The
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David teaching econometrics “live” in Argentina in 1993

students gave us their experimental inputkich we ran receiving the results
several hours lateNow such illustrations are live and virtually instantaneous
and so can immediately resolve questions and check conjeciithhesabsorp-
tion of interactive computing into teaching has been sleven though it has
been feasible for nearly two decadésirst did such presentations in the mid-
1980s and my first interactive-teaching article wg&8], with updates ir(70]
and[131].

Even now, few people use PCs interactively in seminars, although
some do in teaching. Perhaps interactive computer-based presentations
require familiarity with the software, reliability of the software, and
confidence in the model being presented. When | have made such
presentations, they have often led to testing the model in ways that |
hadn’t previously thought of. If the model fails on such tests, that is
informative for me because it implies room for model improvement. If
the model doesn’t fail, then that is additional evidence in favor of the
model.

Some conjectures involve unavailable ddiat Internet access to data banks
will improve that Also, models that were once thought too complicated to model
live—such as dynamic panels with awkward instrumental variable structures
allowing for heterogeneifyetc—are now included in PcGivdn live Monte
Carlorsimulationsstudentsroftenigainiimportant insights from experiments where
theychoose the parameter values
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5. CONCLUDING REMARKS
5.1. Achievements and Failures

What do you see as your most important achievements, and what were
your biggest failures?

Achievements are hard to pin doywaven retrospective)ybut the ones that
have given me most pleasure wéee consolidating estimation theory through
the estimator generating equatjgbh) formalizing the methodology and model
concepts to sustain general-to-specific modelieyproducing a theory of eco-
nomic forecasting that has substantive contéitsuccessfully designing com-
puter automation of general-to-specific model selection in P¢@Gatdeveloping
efficient Monte Carlo methodgf) building useful empirical models of hous-
ing, consumers’ expenditurend money demandnd(g) stimulating a resur-
gence of interest in the history of our discipline

| now see automatic model selection as a new instrument for the social sci-
ences akin to the microscope in the biological sciencAkeady PcGets has
demonstrated remarkable performance across diffeiamknowr states of
nature with the empirical data generating process being found almost as often
by commencing from a general model as from the DGP itg&tention of rel-
evant variables is close to the theoretical maximamd elimination of irrele-
vant variables occurs at the rate set by the chosen significanceTéestelected
estimates have the appropriate reported standard gemdsthey can be bias-
corrected if desiredvhich also down-weights adventitiously significant coeffi-
cients These results essentially resuscitate traditional econometaspite data-
based selectiarse€] 226] and[231]. Peter Phillipg1996 has made great strides
in the automation of model selection using a related approses alsd221].

The biggest failure is not having persuaded more economists of the value of
data-based econometrics in empirical econopdtthough that failure has stim-
ulated improvements in modeling and model formulatiofisis reaction is
certainly not uniform Many empirical researchers in Europe adopt a general-
to-specific modeling approach—which may be because they are regularly
exposed to its applications—whereas elsewhere other views are dominant and
are virtually enforced by some journals

What role does failure play in econometrics and empirical modeling?

As a psychology student learned that failure was the route to successok-
ing for positive instances of a concept is a slow way to acquire it when com-
pared to seeking rejections

Because macroeconomic data are nonexperimental, aren’t economists
correctly hesitant about overemphasizing the role of data in empirical
modeling?

Such data are the ‘outcome of governmental administrative proce$sesich
we can only observe one realizatioffe cannot rerun an economy under a dif-
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ferent state of naturéhe analysis of nonexperimental data raises many inter-
esting issuesbut lack of experimentation merely removes a taoid its lack
does not preclude a scientific approach or prevent progress

It certainly hasn’t stopped astronomers, environmental biologists, or
meteorologists from analyzing their data.

Indeed Historically, there are many naturahlbeit uncontrolledexperiments
Governments experiment with policiesew legislation has unanticipated con-
sequencesand physical and political turmoil through violent weathearth-
guakesand war are ongoindt is not easy to persuade governments to conduct
controlled small-scale regular experimentd once unsuccessfully suggested
randomly perturbing the Treasury bill tender at a regular frequency to test its
effects on the discount and money markets and on the banking system

You have worked almost exclusively with macroeconomic time series,
rather than with micro data in cross sections or in panels. Why did you
make that choice?

My first empirical study analyzed panel datand it helped convince me to
focus on macroeconomic time series instdadas consulting for British Petro-
leum on bidding behavigiand | had about a million observations in total for
oil products on about a thousand outlets for every canton in Switzertamathly
over a decadeBP’s linear programming system took prices as paramedrid
they wanted to endogenize price determinatibime Swiss study sought to esti-
mate demand function&ven allowing for fixed effectsdynamics dominated
with near-unit rootsdespite thgnow known downward biasesNe built opti-
mized models to determine bidsssuming that the winning margin had a Weibull
distribution estimated from information on the winning bid and our own, bid
which might coincidel also wrote a panel-data analysis program with Chris
Gilbert to study voting behavior in Yorkrhe program tested for pooling the
cross sectionsthe time seriesand both It was difficult to get much out of
such panelsas only a tiny percentage of the variation was explaifteseemed
unlikely that the remaining variation was randposo much of the explanation
must be missingBecause omitted variables would rarely be orthogonal to the
included variableghe estimated coefficients would not correspond to the behav-
ioral parametersVith macroeconomic datghe problem is the converse of fit-
ting too well A difficulty with cross sections is their dependence on tirse

the errors are not independedue to common effectQuite early onl thus
decided to first understand time series and then come back to analyzing micro
datg but | haven’t reached the end of the road on time series yet

Your view on cross-section modeling differs from the conventional view
that it reveals the long run.

["have not'seen a proof of that'claims a counterexamplesuppose that
a recent shock places all agents'in disequilibrium during the measured cross
section
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5.2. Directions for the Future
What directions will your research explore?

A gold mine of new results awaits discovery from extending the theory of eco-
nomic forecasting in the face of rare everaad from delineating what aspects
of models are most important in forecastiddso, much remains to be under-
stood about modeling procedur&oth are worthwhile topigsespecially as new
developments are likely to have practical vallibe econometrics of economic
policy analysis also remains underdevelopEdr instancgit would help to
understand which structural changes affect forecasting but not policy in order
to clarify the relationship between forecasting models and policy mo@élen
the difficulties with impulse response analyses document¢t2f, [165], and
[188], open models would repay a visRolicy analyses require congruent mod-
els with constant parameterso more powerful tests of changes in dynamic
coefficients are needed

Many further advances are already in progress for automatic model selection
such as dealing with cointegratiomith systemsand with nonlinear model3 his
new tool resolves a hitherto intractable probJemamely estimating a regres-
sion when there are more candidate variables than observatisrcsain occur
when there are many potential interactiodsovided that th®GP has fewer vari-
ables than observationepeated application of the multipath search process to
feasible blocks is likely to deliver a model with the appropriate properties

That should keep you busy!

NOTE

1. The interviewer is a staff economist in the Division of International FinaBoard of Gov-
ernors of the Federal Reserve Systaiashington D.C. 20551 US.A., and the interviewee is
an ESRC Professorial Research Fellow and the head of the Economics Department at the Univer-
sity of Oxford They may be reached on the Internet at ericsson@drband davichendry@
economicox.acuk, respectively The views in this interview are solely the responsibility of the
author and the interviewee and should not be interpreted as reflecting the views of the Board of
Governors of the Federal Reserve System or of any other person associated with the Federal Reserve
System We are grateful to Julia Campodonathan Halketlaime MarquezKristian Rogersand
especially Peter Phillips for helpful comments and discussaod to Margaret Gray and Hayden
Smith for assistance in transcriptioBmpirical results and graphics were obtained using PcGive
Professional Version 1Gee[195] and[201].
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4. Maximum likelihood estimation of systems of simultaneous regression equations with errors
generated by a vector autoregressive pradessrnational Economic Review2, 257-272
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autoregressive errardournal of Econometricd2, 85-102
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Comment Whither disequilibrium econometricd€conometric Reviews, 65-70
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of Econometric0, 3—33
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With R.F. Engle & J-F. Richard Exogeneity Econometricebl, 277-304

Comment Econometric Reviewg, 111-114
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With G.J AndersonAn econometric model of United Kingdom building societi®xford Bul-
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Econometric Sociefyedited by Werner Hildenbrané&conomic Journab4, 403—405
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ic modelingn application to new house prices in
ienberg(eds), A Celebration of Statistics: The
erlag

ealdxford Review of Economic Polidy 72—-84



61

62.

63.

64.

65.

66.
67.

68.

69.

70.

71

72.

73.

74.

75.
76.

7.

78.

79.

ET INTERVIEW 797

1986
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iversity of Oxford
e analysi®xford Economic Paperél, 35-52
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With 1 Campos & NR. Ericsson An analogue model of phase-averaging procedulesr-
nal of Econometric€3, 275-292

With E.E. Leamer & DJ Poirier The ET dialogueA conversation on econometric method-
ology. Econometric Theorg, 171-261

With G.E. Mizon. Procrustean econometric®r stretching and squeezing data C.W.J
Granger(ed), Modelling Economic Series: Readings in Econometric Methodolpgyl21—
136 Oxford University Press

With IN.J Muellbauer & A Murphy. The econometrics of DHSYn JD. Hey & D. Winch
(eds), A Century of Economics: 100 Years of the Royal Economic Society and the Economic
Journal pp. 298-334 Basil Blackwell

With A.J Neale & NR. Ericsson PC-NAIVE: An Interactive Program for Monte Carlo Exper-
imentation in Econometri¢d/ersion 601 Institute of Economics and Statistics and Nuffield
College University of Oxford

1991

Comments“The response of consumption to incomecross-country investigation” by John
Y. Campbell and NGregory Mankiw European Economic Revie8b, 764—767

Economic forecastingn House of Commonged), Memoranda on Official Economic Fore-
casting, Treasury and Civil Service Committee, Session 19904&1Majesty’s Stationery
Office.

Using PC-NAIVE in teaching econometrioc®xford Bulletin of Economics and StatistigS8,
199-223

With N.R. Ericsson An econometric analysis of K. money demand iMonetary Trends in
the United States and the United Kingddy Milton Friedman and Anna $chwartz Amer-
ican Economic Revie®l, 8-38

With N.R. Ericsson Modeling the demand for narrow money in the United Kingdom and the
United StatesEuropean Economic Revie8b, 833—-881(with discussion

With A.J Neale A Monte Carlo study of the effects of structural breaks on tests for unit
roots In P. Hackl & A.H. Westlund(eds), Economic Structural Change: Analysis and Fore-
casting pp. 95-119 Springer-Verlag

1992

With Y. Baba & RM. Starr The demand for M1 in the 1$.A., 1960—1988Review of Eco-
nomic Studie$9, 25-61

With A. Banerjeeg(eds). Testing Integration and CointegratioSpecial IssugOxford Bulle-
tin of Economics and Statistic§4 (3).

With A. BanerjeeTesting integration and cointegrattodn overview Oxford Bulletin of Eco-
nomics and Statistic§4, 225-255

With JA. Doornik. PcGive Version 7: An Interactive Econometric Modelling Systiersti-

tute of Economics and Statistiddniversity of Oxford

With C. Favero Testing the Lucas critiqué\ review. Econometric Reviewkl, 265—-306(with

nometrics with an application to consumers’ expen-
eds), Macroeconomics: A Survey of Research
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102 An econometric analysis of TV advertising expenditure in the United Kingdiurnal of
Policy Modeling14, 281-311

103 With J-F. Richard Likelihood evaluation for dynamic latent variables modéisH.M. Amman
D.A. Belsley & L .F. Pau(eds), Computational Economics and Econometyiog. 3—17. Klu-
wer Academic Publishers

1993

104 With A. Banerjee JJ Doladg & JW. Galbraith Co-integration, Error Correction, and the
Econometric Analysis of Non-stationary Dataxford University Press

105 With M.P. ClementsOn the limitations of comparing mean square forecast erdansrnal of
Forecastingl2, 617—637(with discussion

106 With R.F. Engle Testing super exogeneity and invariance in regression modelsnal of
Econometric$H6, 119-139

107. Econometrics: Alchemy or Science? Essays in Econometric MethodBlagiwell Publishers

108 Introduction In D.F. Hendry(ed), Econometrics: Alchemy or Science? Essays in Economet-
ric Methodology pp. 1-7. Blackwell Publishers

109 Postscript The econometrics of PC-GIVEn D.F. Hendry (ed), Econometrics: Alchemy or
Science? Essays in Econometric Methodolqayy 444—466 Blackwell Publishers

110 With G.E. Mizon. Evaluating dynamic econometric models by encompassing the. VAR
P.C.B. Phillips (ed), Models, Methods, and Applications of Econometrics: Essays in Honor
of A.R. Bergstrompp. 272—-300 Basil Blackwell

111 With R.M. Start The demand for M1 in the USAA reply to James MBoughton Economic
Journal 103 1158-1169

1994

112 With M.P. Clements Towards a theory of economic forecastirig C.P. Hargreaveged),
Nonstationary Time Series Analysis and Cointegratigm 9-52 Oxford University Press

113 With S. Cook The theory of reduction in econometrida B. Hamminga & NB. De Marchi
(eds), Idealization VI: Idealization in Economic$0zndnStudies in the Philosophy of the
Sciences and the Humanitjesl. 38, pp. 71-100 Rodopi

114 With JA. Doornik PcFiml 8.0: Interactive Econometric Modelling of Dynamic Systdntsr-
national Thomson Publishing

115 With JA. Doornik PcGive 8.0: An Interactive Econometric Modelling Systémernational
Thomson Publishing

116 With R.F. Engle Appendix The reverse regressidAppendix to “Testing super exogeneity
and invariance in regression modeldh N.R. Ericsson & B. Irons (eds), Testing Exogene-
ity, pp. 110-116 Oxford University Press

117. With N.R. Ericsson & H-A. Tran Cointegrationseasonalityencompassingand the demand
for money in the United Kingdonin C.P. Hargreavesed), Nonstationary Time Series Analy-
sis and Cointegrationpp. 179-224 Oxford University Press

118 With B. Govaerts & JF. Richard Encompassing in stationary linear dynamic modétsir-
nal of Econometric$3, 245-270

119 HUS revisited Oxford Review of Economic Poli&p, 86-106

120, With M.P. ClementsCan econometrics improve economic forecastig®ss Journal of Eco-
nomics and Statistic30, 267-298

121 With M.P. Clements On a theory of intercept corrections in macroeconometric forecasting
In S. Holly (ed), Money, Inflation and Employment: Essays in Honour of James BallL60—
182 Edward Elgar

ic econometric systerSgottish Journal of Polit-

or HD.A. Wold: 1908-1992Econometric Theory
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124 With M.P. Clements Forecasting in cointegrated systendsurnal of Applied Econometrics
10, 127-146

125 With M.P. Clements Macro-economic forecasting and modellingconomic Journall05
1001-1013

126 With M.P. ClementsA reply to Armstrong and Fildeslournal of Forecastingl4, 73-75

127. Dynamic EconometricOxford University Press

128 Econometrics and business cycle empiriEsonomic Journall05 1622-1636

129 Le role de I'économétrie dans I'’économie scientifiqgireA. d’Autume & J Cartelier(eds),
L’Economie Devient-Elle Une Science Dumpf. 172—-196 Economica

130 On the interactions of unit roots and exogenefigonometric Reviews4, 383—-419

131 With JA. Doornik. A window on econometricsCyprus Journal of Economic® 77-104

132 With M.S. Morgan(eds). The Foundations of Econometric AnalysZzambridge University
Press

133 With M.S. Morgan Introduction In D.F. Hendry & M.S. Morgan (eds), The Foundations of
Econometric Analysjgp. 1-82 Cambridge University Press

1996

134 With A. Banerjee(eds). The Econometrics of Economic Policgpecial IssugOxford Bulle-
tin of Economics and Statistic58 (4).

135 With A. Banerjee & GE. Mizon. The econometric analysis of economic poli€xford Bul-
letin of Economics and Statistié&8, 573—600

136 With 1 Campos & NR. Ericsson Cointegration tests in the presence of structural breaks
Journal of Econometric0, 187-220

137. With M.P. Clements Forecasting in macro-economids D.R. Cox, D.V. Hinkley, & O.E.
Barndorff-Nielsen(eds), Time Series Models: In Econometrics, Finance and Other Fjelds
pp. 101-141 Chapman and Hall

138 With M.P. Clements Intercept corrections and structural chandeurnal of Applied Econo-
metrics11, 475-494

139 With M.P. Clements Multi-step estimation for forecastin@xford Bulletin of Economics and
Statistics58, 657—-684

140 With JA. Doornik. GiveWin: An Interface to Empirical Modelling/ersion 10. International
Thomson Business Press

141 With R.A. EmersonAn evaluation of forecasting using leading indicatalsurnal of Fore-
casting15, 271-291

142 With J-P. Florens & JF. Richard Encompassing and specificitiEconometric Theory 2,
620-656

143 On the constancy of time-series econometric equati@t®nomic and Social Revied7,
401-422

144 Typologies of linear dynamic systems and modéturnal of Statistical Planning and Infer-
ence49, 177-201

145 With JA. Doornik. Empirical Econometric Modelling Using PcGive 9.0 for Windowvger-
national Thomson Business Press

146 With M.S. Morgan Obituary. Jan Tinbergen1903-94 Journal of the Royal Statistical Soci-
ety, Series AL59 614-616

1997

147. With A. Banerjee(eds). The Econometrics of Economic Polidiackwell Publishers
With L. Barrow J Campos N.R. Ericsson H.-A. Tran & W. Veloce Cointegration In D.
2ssions: An Encyclopeuia 101-106 Garland
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With 1 Campos & NR. Ericsson Phase averagingn D. Glasner(ed), Business Cycles and
Depressions: An Encyclopedipp. 525-527 Garland Publishing

With M.P. ClementsAn empirical study of seasonal unit roots in forecastilmgernational
Journal of Forecastindl3, 341-355

With M.J Desai & GE. Mizon. John Denis SargarEconomic Journall07, 1121-1125

With JA. Doornik. Modelling Dynamic Systems Using PcFiml 9.0 for Windowwternational
Thomson Business Press

With N.R. Ericsson Lucas critique In D. Glasner(ed), Business Cycles and Depressions:
An Encyclopediapp. 410—413 Garland Publishing

Book review ofDoing Economic Research: Essays on the Applied Methodology of Econom-
ics by Thomas MayerEconomic Journall07, 845-847

Cointegration analysig\n international enterprisén H. Jeppesen & EStarup-Jense(eds),
University of Copenhagen: Centre of Excellenpp. 190—208 University of Copenhagen
The econometrics of macroeconomic forecastiBgonomic Journall07, 1330-1357

On congruent econometric relatios comment Carnegie-Rochester Conference Series on
Public Policy47, 163-190

The role of econometrics in scientific economits A. d’Autume & J Cartelier (eds), Is
Economics Becoming a Hard Sciengg® 165-186 Edward Elgar

With JA. Doornik The implications for econometric modelling of forecast failueottish
Journal of Political Economy#4, 437-461

With N. Shephardeds). Cointegration and Dynamics in Economi&pecial IssugJournal

of Econometrics80 (2).

With N. ShephardEditors’ introduction Journal of Econometric80, 195-197

1998

With M.P. Clements Forecasting economic procességernational Journal of Forecasting
14, 111-131(with discussion

With M.P. Clements Forecasting Economic Time Seri€dambridge University Press

With JA. Doornik & B. Nielsen Inference in cointegrating modelg/K M1 revisited Jour-
nal of Economic Surveyk2, 533-572

With N.R. Ericsson & GE. Mizon. Exogeneity cointegrationand economic policy analysis
Journal of Business and Economic Statistl& 370-387

With N.R. Ericsson & KM. Prestwich The demand for broad money in the United Kingdom
1878-1993Scandinavian Journal of Economi&€0, 289—-324(with discussion

With N.R. Ericsson & KM. Prestwich Friedman and SchwartZ 982 revisited Assessing
annual and phase-average models of money demand in the United Kingdagpirical Eco-
nomics23, 401-415

With G.E. Mizon. Exogeneity causality and co-breaking in economic policy analysis of a
small econometric model of money in the UEmpirical Economic®3, 267-294

With N. Shephard The Econometrics Journal of the Royal Economic Soci€tyreword
Econometrics Journal, i—ii.

1999

With M.P. Clements Forecasting Non-stationary Economic Time Serld$T Press

With M.P. Clements On winning forecasting competitions in economi&panish Economic
Reviewl, 123-160

With N.R. Ericsson Encompassing and rational expectatioHew sequential corroboration
can imply refutationEmpirical Economic4, 1-21

An econometric analysis of US food expenditut®31-1989In JR. Magnus & MS. Mor-
dge: Two Experiments in Economeps341—
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174 With JA. Doornik The impact of computational tools on time-series econometnck Cop-
pock(ed), Information Technology and Scholarship: Applications in the Humanities and Social
Sciencespp. 257-269 Oxford University Press

175 With H.-M. Krolzig. Improving on ‘Data mining reconsidered’ by.B. Hoover and Sl Perez
Econometrics Journa?, 202-219

176 With G.E. Mizon. The pervasiveness of Granger causality in econometnicB.F. Engle &

H. White (eds), Cointegration, Causality, and Forecasting: A Festschrift in Honour of Clive
W.J. Grangey pp. 102-134 Oxford University Press

2000

177. With W.A. Barnetf S. Hylleberg T. Terasvirta D. Tjgstheim & A. Wirtz Introduction and
overview In W.A. Barnetf D.F. Hendry S. Hylleberg T. TerasvirtaD. Tjgstheim & A. Wiirtz
(eds), Nonlinear Econometric Modeling in Time Series: Proceedings of the Eleventh Inter-
national Symposium in Economic Theopp. 1-8 Cambridge University Press

178 With W.A. Barnett S. Hylleberg T. Terasvirta D. Tjgstheim & A. Wiirtz (eds). Nonlinear
Econometric Modeling in Time Series: Proceedings of the Eleventh International Symposium
in Economic TheoryCambridge University Press

179 With A. Beyer & JA. Doornik Reconstructing aggregate Euro-zone ddtaurnal of Com-
mon Market Studie88, 613—-624

180. Does money determine UK inflation over the long run? lERBackhouse & A Salanti(eds),
Macroeconomics and the Real Warlbl. 1, pp. 85-114 Oxford University Press

181 Econometrics: Alchemy or Science? Essays in Econometric Methodalegyed Oxford
University Press

182 Epilogue The success of general-to-specific model selectiorD.F. Hendry (ed), Econo-
metrics: Alchemy or Science? Essays in Econometric Methodotayy ed, pp. 467—490
Oxford University Press

183 On detectable and non-detectable structural che®igectural Change and Economic Dynam-
ics 11, 45-65

184 With M.P. Clements Economic forecasting in the face of structural bredksS. Holly & M.
Weale(eds), Econometric Modelling: Techniques and Applicatiomg 3—37. Cambridge Uni-
versity Press

185 With K. Juselius Explaining cointegration analysi®art L Energy Journa1, 1-42

186. With G.E. Mizon. The influence of AW. Phillips on econometricdn R. Leeson(ed), A.W.H.
Phillips: Collected Works in Contemporary Perspectipp. 353—364 Cambridge University
Press

187. With G.E. Mizon. On selecting policy analysis models by forecast accurbci.B. Atkin-
son H. Glennerster& N.H. Stern(eds), Putting Economics to Work: Volume in Honour of
Michio Morishima pp. 71-119 STICERD London School of Economics

188 With G.E. Mizon. Reformulating empirical macroeconometric modellixford Review of
Economic Policyl6, 138-159

189 With R. Williams. Distinguished fellow of the Economic Society of AustraliZ®d92 Adrian
R. Pagan Economic Record6, 113-115

2001

190 With A. Beyer & JA. Doornik. Constructing historical Euro-zone dataconomic Journal
111 F102-F121

191 With M.P. Clements Explaining the results of the M3 forecasting competitibrternational
Journal of Forecastindl7, 550-554

192 With M.P. ClementsForecasting with difference-stationary and trend-stationary moetmo-

metrics Journal4, S1-S19

tive on forecast erroMational Institute Eco-
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194 With JA. Doornik. Econometric Modelling Using PcGive 1@ol. 3. Timberlake Consultants
Press(with Manuel Arellang Stephen BondH. Peter Boswijk & Marius Ooms.

195 With JA. Doornik GiveWin Version 2: An Interface to Empirical Modelliigmberlake Con-
sultants Press

196 With JA. Doornik Interactive Monte Carlo Experimentation in Econometrics Using
PcNaive 2 Timberlake Consultants Press

197. With JA. Doornik. Modelling Dynamic Systems Using PcGive $06l. 2. Timberlake Con-
sultants Press

198 Achievements and challenges in econometric methodolmyynal of Econometric$00, 7-1Q

199 How economists forecasin D.F. Hendry & N.R. Ericsson(eds), Understanding Economic
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